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Chapter I 

Continual Improvement and the Net;d for Management 
Education in the Study of Variation 

1.1 Introduction 

The objective of this manual is to provide managers and 
engineers of industrial organizations with a textbook for the 
statistical study of the systems and processes of an organization. 

Crucial competencies and responsib:liLies of managers and engineers 
in the future will be the ability to characterize the organization's 
systems with performance indicators which serve as guidance for ..­
improvement and to have the ability to direct the organization m 
improvement of these measures by using methodologies for 
assessing the sources impacting the performance measures. 

Knowledge of variation is critical to the effective execution of these 
new responsibilities. A conscious recognition of variation, an 
informed interpretation of the messages it contains regarding 

management behavior and the organizational system, and an 
understand~ng of the effects variation has on system performance 
will help define the different behaviors and decisions which will 
characterize the role of the manager engaged in systems 

management. It is the intent of this chapter to enlarge on this new 

role and to provide a motivation for an understanding of the 

statistical methodologies contained in this manual. 

1.2 Current practices and interpretation of variation 

Monitoring business unit performance by using s~veral 

monthly indicators is a well known and accepted practice. An 

organization with multiple plant sites typically would require reports 

for various indicators by each plant. Depending upon the industry 
and tradition, numerical indicators might include monthly 

throughput values per direct labor hour, cost of purchased materials 

per unit of production, dollar amount of all goods in inventory, waste. 



budget variances. and number of lost time accidents. These numbers 
are meant to serve several purposes for corporate or division people 
and the site manager. Comparison against previous periods or over 

longer periods help reveal positive or negative trends in overall 
business accivity. performance. and efficiency. Comparisons from 

one site to another are often used to gain an appreciation as to 
superior performance or suggestions for changes at other sites. The 

numbers are also used as signals as to where management should 
put emphasis in order to effect changes or improvements in the 
business. Based on what these numerical indicators seem to portend, 

it is a customary and often unquestioned practice to use these 

monthly indicators as a means of monitoring the business as well as 

a basis on which to act. 

Any manager who has been required to report such numbers 

or who chooses to use such numbers to understand the current 
position of the business knows about the variation exhibited by these 

numerical measures. The manager also understands that the 

recorded numbers are the results of numerous activities and 
decisions; many of which he or she has little or no ability to 
influence. The manager also understands that, typically, there are 
numerous strategies or tactics for effecting changes in the numbers. 
That is. something is understood about the sources of variations in 
these numbers. At issue is the depth of understanding regarding the 

reasons why the numbers vary and the range of viable choices the 
manager has for affecting the outputs measured by these numbers. 
Since the range of potential choices for affecting these outputs will 
broaden as this understanding increases. knowledge of the nature of 
the variation in these numbers, the causes or sources of variation in 
the numbers, and the effect that different management behaviors 

would have on these numbers might be useful in realizing how 
improvement in the numbers r:light be effected. 

In evaluating performance results through the use of the 
monthly indicators, two contexts which are too often used for 
making judgments are: (1) the relative size of the result when 
compared to some value established as a forecast, goal, standard or 
some other type of expectation or prediction or (2) a result of the 
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same kind observed ia a previous time period. This perspective 

limits the range of putential questions regarding the deviations in 
the numbers and therefore iimits the learning and understanding that 
might be had from the numbers. In both contexts, the evaluation of a 
result does not include recognition that the particular result being 
evaluated is usually one in a series of similar results produced by 
the organizational system week to week, month to month or year to 
year. A purpose of the analysis must be to learn something about 
why it is that the numbers behave the way they do. It is in chis 
understanding that guidance can be found for selecting and taking 
appropriate actions to change those things which in turn chang'3 the 
numbers. The appropriate actions and the selection of what to act 
upon depends upon management intention and is not likely to be ... 

found in the numbers themselves. By treating the current result as a 

member of a series of results and by making judgments in light of 
the variation exhibited by that series, useful information for 

evaluating current and past practice and for assessing degree of 
belief in forecasts of future resuits can be gained. 

A powerful perspective of the variabilit~ in a series of results 

is expressed in terms of a model which describes common and 

special causes of variation. Common causes are those system sources 

which affect each 3nd every organizational result and are exercised 

or experienced on an ongoing basis. Figure I.I is a plot of how 

measurements subject only to common cause sources of variation 

would behave. Although the most recent value in the series 

apparently shows a deterioration, that value is within the boundaries 

of variation seen in the historical series. It does not represent an 

exceptional case and is the result of the interaction of multiple 

causes. This insight into the behavior of the series is useful, because 

efforts to react to this single outcome without understanding the 

cause system wi1ich generated the result may not have the intended 

effect 
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Special causes of variation are those which are thought to affect 
only some results. Measurements subject to special cause S'lurces of 
\'ariation in addition to common cause sources might behave as do 
those plotted in Figure 1.2. Given both the level and degree of •­

variation in the series of values in this figure. the most recent value 
p~.:>tted in Figure 1.2 is exceptional. A special cause for the 

deterioration in these values can be determined to exist. Special 

causes occur intermittently. arising from behaviors. methods, and 
equipment variations that are beyond the usual experience. 

Units 
per 
labor 
hour 

Figure 1.2 

Month 

In definition, the concepts appear simple and straightforward. 

In practice they require study. elaboration. and insight. 
Understanding as to possible sources becomes essential because the 
model is meant to serve as to where and on what to work in order to 

effect changes according to managerial selected criteria. The concept 
and inrerpretation of common and special cause are meant to be used 

as guidelines to help identify and eliminate sources of erratic 
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variability. as well as to provide support for focusing upon and 
working to improve the underlying system. There is no intention to 
suggesr that a system subject to only common causes as the ideal or 
perfect system; it is the manager's job to evaluate that system 
relative to what is required and make judgments as to a changed 
system relative to defined criteria. 

Typically, numerical indicators of performance are reported 
each month along with a standard which indicates what is required 
of the system. Fig&re 1.3 and 1.4 are plots of the same time s.eries 
depicted in Figure 1.1. The line drawn on the plot indicates the 
standard which defines what is acceptable performance for the plant. 
The standard gives rise to a different view of variation than what is 
indicated by Figure 1.1. \Vithout the awareness of the concept of a~ 
stable system of variation about the average, each deviation from the 

standard is taken to be a separate measure of the performance of the 
system. The concept that the system might be performing in a 
similar fashion over all outcomes recorded is missing. 

Units 
per 
labor 
hour 

Figure 1.3 
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Figure 1.4 
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The idea of using a standard to judge current performance is 

prevalent in many industries. Typically. a manager required to 

report such performance measures will also be asked to explain .­

deviations from the standard. Of course. explaraations will be sought 

and found, but the usefulness of this activity should be closely 

questioned. Standards, of course, are set for a number of different 

reasons. In some instances, they are meant to describe the results of 

best practices. In other instances, they are meant to serve as a goal 

or an aspiration. In evaluating current results against standarcs, the 

purpose of the standard and its definition must be operative and be 

used in the evaluation. Further, the organization's capability must be 

considered. If the establishment of the standard has not been b:1sed 
on the known capabilities of thr system, but possibly on the hope 

that setting a high standard will give the business something for 

which to aim, then explaining each deviation misdirects attention 

from examining the behavior of the system to explaining differences 
which may not in fact exist. 

There are a number of limitations in using deviations from 

standard as a management signal which must be recognized and 

addressed. For ex3.mple, if a deviation from a standard is thought of 

as a one time occurrence, then common causr.s get addressed and 

treated as special causes with no mention or uiew of special causes. 

Another view is recommended; this view considers the deviation as a 

realization from a system, a way of doing things, that may have 

yielded any one of several values for the deviation in that time 

period. This view offers the advantage of allowing history to help 
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judge the effrcr of past decisions or practices and abo to serve as a 

guide for m0dified or changed practices. 

If l!ach result or outcome is considered :i one time event, then 

i! becomes difficult to appreciate the concept that work is a pfOcess. 

Yet. work as a process, a part of a system, is a necessary point of 

view, since this view provides a means for interpreting the 

interrelationships among elements and behaviors by which the 

organization functions. \Vithout a process point of view, deviations 

will remain one time events, carrying little insight into the behavior 

of the underlying processes. 

A further limitation of viewing a deviation from standard as a 

one time event is that there is no awareness that said deviation is 

only one observation from an array of possible values from that 

system. Consequently, there is no specific awareness of the largest 

.. 
or smallest values which might have been observed for the deviation 

and therefore there ~ ~ no means by which to judge the capability of 

the system. In add~1.ion, the manager is in no position to judge the 

effect as being due to special cause or as being due to common 

ca•Jses. Without this information, there is no strong incentive to 

analyze and improve the system which actually produced the 

deviation; indeed that possibil!·· may not be appreciated by the 

manager. \Vithout the concept of predictability and with the 

distribution concept missing, issues regarding •he system variability 

and average are not considered. Without these viewpoints, the 

structure for management tiecision is weakened. 

Being able to measure variation is necessary for the manager 

with system responsibility. By measuring variability at moments in 

time, the manager can know the magnitude or size of the variation 

and can track that measure over time, over a variety of changing 

conditions, and know something about the stability of the variation. 

Tracking system variation is not only for the purpose of controlling 

and moderating th~ system, although that may b:a a valuable 

correlate. The purpose 1s to learn about the causes and effects of 

critical system activities. 
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1.3. Evaluating the Effects of Variation 

Variabilicy results from the interaction of procedures, people. 

material, and equipment used in creating a product or service; 

variation of a given magnitude is a consequence of a way of doing 

business. In the same way that, say, symmetry is imparted to the 

vase by the artisan's vision, skill, experience, and in~ention, 

variability in the part or service is created by the organizational 

system. In general, vari3tion in results is not deliberately crc=-:ited bY 

an organization. In fact, the sources of the variation are no~ aiways 

known or appreciated. For example, variability in the cost or 

performance of a complex mechanical or electrical part may be 

partly due to manufacturing and assembly capability z.nd largely due 

to materials selection and the actual design itself, the selection and 

implementation of the manufacturing process, or the specification 

and procurement of part and materials. Knowledge of the effects of 

variation, in terms of cost, capability, or performance, would be 

essential in deciding if improvements were necessary or potentially 

beneficial. Perhaps because variability is always present, the effects 

of variation are not always well known or understood. With this 

difficulty in mind several examples are presented to provide some 

experience in thin1'ing about the possible effects or variation. 

Fill weight for a granular product shipped in containers with a 

given label weight provides an example for considering the impact of 

variation. There is a target value for container content. Th~ target 

has been set based upon a lower specification and some 

understanding that process variability exists. If the filling process 

were managed to produce stable variation in fill weights then 

managers could confidently determine the target, taking into account 

the existing, known magnitude of variation in fill weight. When this 

knowledge is lacking, target selection must be influenced by the 

organizations lack of "confidence" in its ability to perform in a 

predictable fashion over time. Because a minimum value must be 

maintained, erratic, unpredictable, variability generally means thac 

an even larger target value is set in order to assure the lower 

specification is met. Advantages of predictable and decreased 
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variation m fill weight are easy to understand and discuss in this 

example. Stable variation provides knowledge as to an appropriate 

target value and provides information for arriving at a firm estimate 

of the cost associated with a given level of variability. Predictable 

variation provides the opportunity to consider possible benefits from 

working to reliably reduce the variability. Decreased variability in 

fill_ weight provides management with the possibility of lowering the 

targeted fill weight, thus reducing costs and increasing efficiency and 

throughput time. This option, however, calls for additional 

knowledge as to what sources affect the average, by how much, and 

in what direction. 

The advantages of predictable and decreased variation in fill 

weights are easy to recognize. The preceding discussion also impli~s 

certain types of actions and analysis by process managers. Process 

managers should be I!leasuring and analyzing variability in actual fill 

content. In ord~r to be able to affect sustained improvement, 

managers would have to know those operating practices, as well as 

those matt rial, equipment and environmental properties that affect 

variation and its stability over time, and would have to be willing to 

ac.t on that knowledge. They would have to accept the charge that it 

is their job to do these things. 

For fill weight, large, though predictable, variation in net 

content meant a financial loss due to the practice of overfilling to 

maintain a lower specification, a realization that is immediately and 

easily understood and appreciated by the financial people. The 

relationship of variation to costs and benefits are not always as 

easily understood. Gelatin capsules, widely used in the 

pharmaceutical industry, have a product characteristic which offers a 

different perspective on what variability might mean to 

management. An important property for gelatin capsules is wall 

thickness. The current target value for wall thickness has been 

specified in order to provide the material in the capsule with the 

necessary protection from the environment and to insure 

compatibility of the capsule with the customers' filling equipment. 

There is no need to change average wall thickness; indeed there are 

strong reasons for not changing the average. Because average wall 
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thickness must remain unchanged, there is no opportunity to lower 

the average and save material after achieving decreased variation m 

wall thickness. However, suppose that current process variability 

consistently produced capsules having wall thicknes.;- outside of 

specifications. This large variabili!y has several consequences; the 

capsules muse be sorted to remove those of an incorrect size. thus 

additional material is used to manufacture capsules which cannot be 

shipped, and machine, as well as other resources, are used to produce 

product which ca::mot be used. The costs associated with these losses 

are neither easily identified by current cost accounting philosophies 

nor searched for by current management practices. The process 

may. for example, be on budget because standards allow for a given 

amount of waste. If the costs are not seen to exist, then the benefits 

may also not be recognized. 

There are internal benefits which can be traced to the 

decreased variability. After the improved variation has been 

documented and proven repeatable, there will be less inspection and 

cycle times will be increased. The financial gains may appear to be 

modest. However, other, and possibly more significant, benefits are 

to be found external to the business. With shipments of capsules 

having known, predictable values within a specified range. the 

customer can have greater assurance that a shipment of capsules will 

run on his or her equipment without machine stops, leading to higher 

equipment utilization and improved cycle times with attendant 

economies. This assurance in supponing high efficiencies by verified 

improvement in material properties can provide competitive 

advantage. In addition, there may be a competitive advantage in 

having gained the process knowledge demonstrated by the ability to 

reduce variation. This improved knowledge allows the manufacturer 

of the capsules to be better able to respond to new information on 

customer needs in wall thickness, as well as to become a valued 

supplier of the customer. 

It is significant that the benefits of decreased variation in wall 

thickness do not result in an immediate return to the manufacturer 

of capsules. Again, the manager must have understood the 

implications of variability in this process parameter; a narrow 
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attitude will not uncover opportunities for gaining new customers or 
securing old ones. In this instance. the management group needs 
more than process knowledge. They must know what it is that their 
customers might value or where diminished sacrifice in use would 

offer potential gains. They must be able to correlate these attributes 
with internal systems and they must assume the responsibility for 
the stabilization and improvement of those systems. Experience 
indicates that financial audits are usually focused upon the more 
narrow. internal evaluation of costs and benefits, thus directing 
attention away from the range of possibilities to be had from 
decreased variability. Reliance on existing financial models will not 

identify the financial gains which may be had by managing the 
variation in the systems which supply what is valued by the 

customer. Because of the complexity involved in thinking about and 

considering the effects of variation. it is imperative that a manager 
work through what excessive and erratic variation might mean in the 

fulfillment of system responsibilities. These system responsibilities 
include knowing and working to learn further about customer 

concerns. For a particular system, the determination of the costs or 
disadvantages associated with variation must be determined by th'! 

manager. By beginning to understand the effects of variation. the 
manager is in a position t0 make an objective analysis regarding the 
benefits of reducing variability. 

1.4. Changing Practices 

Understanding the sour~es of vanauon in an output result is 
only one part of the story. There must be a motivation for 
developing and using that understanding. Wor!ring to achieve 
stability only follows from knowing that achieved stability is a 
responsibility of the manager. Decreased variability results from 

system change and incremental improvement. These results follow 
only after management understands that this is their work. The 

work therefore cannot be taken lightly; it is for this reason that 

variability must be understood in the context of a particular system. 

It is necessary that tile manager understand clearly why it is that a 
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particular system exists. Without this knowledge the manager is in 

no position to make informed judgments about variability and the 
benefits of its reduction, movement, or elimination. Understar.ding 
the sources of variation and the effect of variation in the context of 

system analysis will affect the way in which a manger approaches 
work. 

Consider a situation in which an increased throughput rate is 

desired. The rationale for that objective is not questioned here; 
rather, the needed inc:rease will serve as a starting point for a shon 

discussion on tactics ior obtaining the increase. Increased 
throughput could be attained in a variety of ways. It is the selection 
from among the alternatives and the rationale for choosing an 

alternative that forms the centerpiece of this simple example. .­

Typically. the expectation that throughput be increased is expressed 
forcibly at the plani level. However, the management and staff may 

not have realistically considered how to achieve the requested gains. 
Some tactics for achieving the increase may be stated very 
specifically, such as working to eliminate a known bottleneck or 
requiring that the through.put rate of each unit in the facility be 

increased. However, the expressed focus may not be consistent with 
the actual system sources of variation that deliver the current 
throughput levels. An overemphasis upon result, the throughput 
itself, may promote practices contrary to other expectations and 
needs required of the business. For example, under pressure to 

increase throughput, a department may release poor quality 

material. By making this choice, the throughput rate may increase 
while the yield stays the same. As a funher consequence, the 
opportunity to achieve improved throughput by increasing the 

abiliry to consistently produce high quality product at each stage of 
operation is foregone because of the concentration on the schedule 

rather than on other system parameters. There are other losses. The 

capability of the people has not been increased because no process 

knowledge has been gained. The management group has not been 

strengthened in acquiring different behaviors by which to manage in 

the future. There may be no sustained experience in working to 
reduce defects; therefore there is no assurance that the approach will 
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yield appreciable benefits. There is no confidence that working 
systematically on the input side will result in improved throughput 
capability. Under pressure to attain or surpass schedule. equipment 
may be run without adequate maintenance. having an impact on 
quality and future plant abilities and well being. Shifts. treated as if 
they are independent production units. are goaded toward quota. 
The effect may be to delay appropriate maintenance or set aside the 
opportunity to better choose when to perform maintenance. If each 

shift is pressured to achieve a certain production quota. the effect is 
often to set one shift working against the others. Production 
knowledge is hoarded; appropriate work is shifted to other shifts or 
times by a variety of means. Each shift concentrates on getting their 
own quota, often emptying the line of all work in progress in order -to 

achieve the objective. Thus a larger start-up job is left for the next 

shift. The idea of running the operation in a smooth, consistent 

fashion over the different shifts is not considered, nor the benefits in 

improved throughput which might result. 
A different practice for working to improve throughput levels 

would involve understanding the sour:es of variation contributing to 

the level and variability in throughput rates, evaluating those 

sources. and selecting where and when to make changes to improve 

the existing system. Implied in this statement is that there exists a 

multitude of sources which affect each other as well as throughput 

rate. The idea of searching for one, or the most prevalent, cause of 

deviations from a standard is to be replac.!d by the idea of 
understanding system behavior and the variations in components of 

the system which affect throughput levels. In examining the total 
system for making product, management might begin to look at 
specific activities in a different respect, finding opportunity in places 
previously unexamined. Numerous set-up changes and within run 
modifications to accommodate raw material variation reveals that 
purchasing is not attached to the production subsystem. At least two 
issues surface. There is the obvious impact on productivity and 

efficiency of frequent set-ups and modifications. There is also 

evidence of system breakdown between the purchasing and 
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producrion subsysrems. Examining the interface between purchasing 
and producrion offers large returns for management work. 

Another simple example to illustrate the contrast of past 

pracrices with prar.tices that recognize variation and its implications 

is tool quality. Inconsistent 1.-,oJ quality leads to "rratic and frequent 

tool changes with a consequent effect on throughput in terms of 
quantity and quality. However. it aiso indicates a management 
which has not paid attention to developing knowledge about tool 
requirements, to understanding why the tools might be different 
from time to time, and to working with vendors to prevent those 

same issues resurfacing. year afler year. product after product. The 
sources of variation evidenced by frequent tool changes may initially 

be characterized by the physical propenies of the tools themselves.­
But at a more fundamental level, these sources are seen to result 
from management practices and behaviors which fail to address the 

issues of developing adequate requirements and providi.1g a 
mechanism for working with vendors. 

Working on sources of variation can be focused in a variety of 
ways within an organizatit n. One possible focus would be at the 
operational or functional level. Although this focus is necessary anct 
desirable, it leaves unattended many of the most valuable 

opportunities for improvement. For example, work on improving 

throughput in a particular function might have been driven by 
noting the different capabilities of several machines which are 

performing the same operation. Improvements in the process would 
be realized by identifying this source of variation and then making 

changes to bring all machines into similar operation. Because this 
operational focus is both useful and necessary, the focus for working 

on variation may be limited to this level of the organization. In fact. 

a previously espoused role of management has been to empower the 
personnel involved with this work to investigate and implement such 
changes. However, this role by itself is inadequate to address many 

of the practices and behaviors which might be the larger drivers of 

variation. Working to insure that all machines operated in a 

consistent manner may have provided a valuable improvvnent. but 

perhaps it is more important to address the management behaviors 
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and actions that allowed the machines to operate inconsistencly. 

Possibly. there existed no system to bring new machines on line in 

accordance with the other machines. Purchasing would need to 

become invoked with this aspect. Or maybe there exist no present 

procedures is this or other operations to be watching the cff ects of 

these types of differences; management would need to address the 

existing process for developing standard operating procedures. It is 
possible that the difference could be addressed by changing 

maintenance practices. Again. it is management's role to understand 

these issues and address them. The manner in which management 

addresses these issues across functions is also important. Just as the 

role of empowering people is not sufficient to manage the variation 
in the business. neither is the role of serving as a facilitator of 

improvement work across functions. Although it would be short­
sighted to '- ... nclude that this approach has not provided valuable 

impro,·eme~·"· the passive nature of the role of facilitator will not be 
adequate to address the issues confronting management. The 

content of the work of management may be enhanced by knowledge 
of the existence. quantification. and effects of variation. The context 
within v. i1ich this work takes place is the systems management 
approach. 

1.5. A System Perspective of Managing Variation 

The above examples of what variation might mean to a 

manager are relatively obvious. More general examples. requiring a 

system perception. are presented in following paragraphs. These 

examples off er more general reasons for studying variation. These 

examples appear to plead for the system view. a more 

comprehensive and useful perspective for the manager. This is true. 

But, upon reflection. these examples also rest upon variability issues, 

knowing the magnitude and the sources and the predictability of 

variation, and understanding that the system must be addressed by 
addressing these issues. 

The view that results can be usefully managed by examining 
deviations from standard has been seen to have a number of 
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limitations. Accompanying this view there is often the perception 

that there is one cause for what it is that has been obse!"ved to 
deviate. Actions taken from these panicular points of vie\'• and 
without system knowledge, are likely to have other consequences 
than that intended. By identifying and acting on only one cause, 

underlying causes do not get addressed, either wholly or in part. 
This in turn may have the consequence of moving the variation from 
one pan of the business to other parts, perhaps in a different form 
and possibly at a different time. That may be an appropriate. 
strategy, but also it may have unintended and negative effects on 
other system parameters which in turn may impair performance m 
terms of cost, quality or delivery. Another result, one which 
generally goes unnoticed, is that no new knowledge has been .. 

accumulated to support system change or improvement or to support 

future decisions. 
Acting on a single type of cause can have unintended effects 

when potential effects on other results and on the cause system that 
generates the collection of results are not taken into account. As an 
example, consider a situation in which shipping dates are not being 
met. Deviations from committed dates are observed, attention is 

drawn to these deviations, and a program to improve these results is 
initiated. Performance to shipping dates will improve, at least until 

attention turns to other concerns. What happened to achieve this 

improvement and the affect on other parts of the business may be 

any one of or a combination of things, depending upon the mixture of 

people and departments brought in on the issue. Shipments may 

leave on schedule after the program with its attendant publicity goes 

into action because materials of questionable quality have been 

shipped. Or, perhaps overtime has been incurred, or other crews 
have been added or more capaciiy is available because maintenance 

is delayed or ca .. celed. All of these actions may be appropriate; they 
also may be inappropriate. In either category, they are also likely to 

be unintended. It might also be that ship dates are manipulated 

through an ongoing series of negotiations with customers. These 

dates could be met and performance marks improved, but perhaps 

real customer needs as to timing. quality, and quantity are not being 
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:t<ldressed. a matter which will ~ccrue to the disfavor and discredit of 

the business in the fui.urc=. A system viewpoint by management 

would indicat~ that the issue must be considered more deeply than 

just deciding to better meet promised ~hip dates. The underlying 

system issues as to why there are difficulties in meeting shi;>ment 

schedules would have to be addressed. These may be found in 

rather prosaic matters such as quality or assembly problems. which 

in tum may be related to desigr.. equipment capabilities or 

maintenance. or material purchases. Inability to meet scheduled 

shipping dates may also be due to the process for assigning a 

particu:ar order mix to the plant. or possibly to the lack of a focus as 

to which products to produce first for which customer. If the 

poten!ial effects on other results such as labor cost. future equipm;_nt 

performance. GUality. and future sales were not considtred and 

attempts were made to manage. by directly affecting performance to 

shipping schedules. the outcome could be damaging to current and 

future business performance. 

Another example is supplied by considering a manufacturing 

firm which incurs a large fraction of direct cost in the acquisition of 

raw materials, components, or piece parts. Since management is 

surely aware of these costs. attention quite naturally becomes 

focused on cost of incoming materials and parts. Frequently, 

pressure to reduce those costs results in searches for low bid price. a 

desirable and intended end result. However, gaining a reduction in 

purchase price may result in variations in other costs. many of which 

may not be directly linked to the purchasing function and thus may 

go unnoticed as a resulting effect of the search for low bid price. For 

example. quality of incoming material may suffer, leading to internal 

sor.ing and rework, thus resulting in an increase in production costs. 

In addition, inferior materials can easily decrease productivity 

because of difficuhy in working, forming or assembling purchased 

parts. There are any number of other ways in which the acquisition 

of raw materials, components, or piece parts can contribute to system 

deficiencies. Costs of course must be contr01led and decreased. that 

is a fact of managerial life and a necessity for continued success. But 

which costs. against what criteria, and achieved by what means are 
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not generally addres~ed from the organization's perspective. If the 
guidelines for managing costs are entirely functional in form, then 
functional optimiza :ion may mo•·e the va!"iation and attendant waste 
from one pan of tne organization to another v.;ith no overall benefit 

to the business. 

1.6. Conclusion 

As part of his or her job the manager must demonstrably know 
system capability for measurable parameters and to judge the 

suitability of that capability. The stabilit}', average, and variability 
of these parameters must inform the decisions on the management pf 

the processes or systems of the organization. Evidence of system 

instability indicates to the manager that either unmanaged sources of 
variation are impacting system performance or that management 
activity has an inconsistent result on performance. This in turn 
suggests !o the knowledgeable manager that certain managerial 
behaviors arc required to address, remove, and prevent such 
occurrences. Evidence of system stability sends other signals to the 
manager and necessitates a different management mode with a 
different judgmental structure. While the average strongly 
dominates the description of what the system can typically produce, 
it is the variability which confuses and misleads, perhaps generating 

inappropriate activity. The variability in the system results in an 
outcome different than that anticipated. It is nec\!ssary to 

understand that the magnitude of the variability and the consistency 
with which that magnitude is repeatable is itself a measure of 

system capability. 
The content of this manual is aimed at equipping the manager 

and process engineer with the tools for process and system 

management. The statistical methodologies p::esented provide a set 

of analytical tools for describing process or system variability, for 

assessing the impact of sources of variability on process or system 

outcomes, and to guide the work on the management of that 

variability. Tl1e competence of the managers and engineers of an 
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or&anization in usmg these tools will improve the capability of a 

business to delh·er producrs and services which are valuPrl by 

custo.ners. 
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Chapter 2 

Basic Elements of Data Collection 

Whenever an evaluation is made, the result is a measurement. 

Evaluations are made for a variety of purposes. Products are evaluated to 

determine what to do with them next. Are they fit for use or not? Should they 

be sent on to the next stage in the normal sequence or directed elsewhere? 

Products. along with process data, are evaluated to judge the performance of 

the processes that produce them or to study the product variation with the aim of 

learning more about the causal factors generating the variation. Daily or wee.kly 

counts of the number of pieces of scrap or estimates of the monetary value of 

that s-.-:rap are made and reported. The number of flaws in a part or assembly, 

or the hardness of a metal component or the amount of impurity in a volume of 

raw material or a quantity of lubricating fluid are evaluated and recorded. 

Procedures are carried out to place a monetary value on the inventory on hand. 

Figures are developed for the performance of equipment and processing lines. 

Measures of degree of customer satisfaction and dissatisfaction are reported 

and analyzed. Prototype parts or assemblies are subjected to tests of durability 

and performance. Machinery is evaluated for reliability. Measures of response 

time for various services are recorded. Costs are calculated for a business unit. 

Suppliers' delivery performance is evaluated. All of these activities and a 

multitude of others involve some form of measurement. Any collection of 

activities carried out to produce qualitative or quantitative evaluations as an end 

result of those activities is a process of measureri~Jnt. The following discussion 

describes the components of a measurement process and outlines some 

reasons for measurement and record keeping. Four typically encountered 

types of data and some simple methods of summarizing these data types ar,:i 

discussed. Then, some guidelines for construction of data collection forms ::-.re 

provided. The chapter concludes with a discussion of factors which affect the 

quality of measurements and a summary of the key points in the chapter. 



2.1 Components of a measurement process and factors affecting 
measurement results 

Whenever people operate equipment or carry out any kind of job function 

to act on inputs and transform them into outputs, they are involved in the 

operation of a process. When an evaluation of any kind is made on the 

operation of that process. the evaluation itself is an outcome of a measurement 

process. Measurement processes can be as seemingly simple as making a 

judgment and recording the result, or they can be extremely complex involving 

prescribed multi-step protocols for chemical, mechanical or electronic analysis. 

Regardless of the sophistication of the equipment and procedures applied to 

produce the produc..1s of a measurement process, all measureMent processes 

may be characterized in terms of their common components: the people wtio 

carry out the measurement activity. the items measured and the physical 

materials used (materials}. the equipment used in carrying out the 

measurement, and the methods applied in making the measurement. Given 

that the process of measurement also creates variation, another important 

potential causal factor is the environment within which measurement is done. 

Fluctuations of environmental factors such as temperature and relative humidity 

may be reflected in measurement fluctuation. Personnel selection and training 

practices. pressure to meet sctiedules, equipment procurement policies and 

practices. and a host of other managerial practices create the environment in 

which measurement takes place and influence the quality of a measurement 

process. 

There are numerous factors that potentially influence the ability to 

produce measurements of high quality. The following discussion of some of 

these factors is organized by the measurement process components identified 

above. 

Measurement equipment 

Gauges and other types of measurement devices are subject to wear and 

deterioration due to age and use. Measurement devices should be subjected to 

the same kinci of careful preventive maintenance ,applied to other critical pieces 

of equipment used in producing products and se~ices. High precision 

measuring devices that require carefully controlle',d temperature, humidity, 

cleanliness. freedom from vibration, etc., should not be used in production 

environments where these conditions cannot be met. Measuremerit devices 
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that require a nearly constant supply of air or power or fiu1d of some type may 

not perform as expected if those req:.Jirements for consistency are not met. 

Sensitivity of equipment to conditions of use should be known and taken into 

co11s1deration when selecting or designing measurement equipment. 

Measurement equipment should be designed so that the potential for 

introducing error into measurements by the difficulty of ·reading· the signal 

produced by the equipment is low. The resolution of the measurement readout 

should not be greater than the measurement equipment-can detect, but should 

be fine enough so that variation in product can be detected. For example, if 

product variation is on the order of thousandths of inches, then the combined 

resolution of the measurement equipment and its readout (dial. digital display. 

etc.) should be on the order of ten-thousandths of inches. If measurement 

equipment is used to obtain data for study of product variation. then reduced •. 

product variation will lead to a need to imp1ove the resolution of measurement 

equipment so that the ability to detect variation will net be lost. 

Materials 

Proper procedures for measuring an item of product often include 

allowing the item to reach a certain state (temperature, age, etc.) before 

measuring it or following an established procedure for preparing the item to be 

measured; e.g., cleaning the item or removing lubricants from its surface or 

cutting it into sections, etc. Failure to follow proper procedures can introduce 

variation into measurement results and render them less reliable. 

Mata rials of measurement. such as gauge masters. chemical additives. 

filters. and so on, require proper handling and storage to ~void changes in 

those materials that may in turn change measurement results. Established 

procedures for handling of those materials should be rigorously followed in 

order to prevent such changes from affecting results. 

People and Methods 

Methods of measurement include the way materials, equipment and the 

items to be measured are prepared, the way in which the equipment is used 

(such as physical location of the equipment relative to the item to be measured, 

adjustments or calibrations carried out prior to measurement, locating of r>robes 

or transduceis. clamping or securing the item to be measured, applying a 

panicular force or pressure for a specified period of time, and so on). the way 

the observation is made (visual judgment relative to a standard. reading a dial. 

etc.). and the way in which the observation is translated into a recorded result. 
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For each of the methods described abC've. there should be a clear description of 

the standard practice to be used. A helptul way to provide that description is a 

flow diagram describing each activity and decision to be carried out in the 

proper sequence. Inconsistency in the practice of measurement methods is 

very likely without careful training of the personnel who will use them. A plan for 

training of personnel who will make measurements should provide for ongoing 

maintenance training to ensure that there is not deterioration in use of the 

methods over time. 

When plans are made to begin collecting data for process study .. an 

important item that is often forgotten is that the introduction of new methods for 

data collection and analysis may amount to introducing a new technology into 

the process environment. There have been numerous incidences of 

introducing the use of control charts into production environments and 

expecting production people to ~!: a~le to do the arithmetic of data summary 

and charting without any consideratio11 of whether they possess the arithmetic 

and graphical skills necessary to do the work. Any plan for measurement, data 

summary and analysis should include assessment of the basic skill 

requirements of the people who will carry out the work and provision for 

necessary training and skill development. 

Environment 
Environmental factors, such as temperature, that may affect 

measurement results include those mentioned above. In addition. 

environmental effects on the ability of people to obs~'Ve and evaluate may 

affect the quality of measurement process results. Adequacy of lighting. 

freedom from distractions and other factors may have important effects. Another 

important environmental factor may be the cons1s~ency of use of definitions of 

what is acceptable product and what is not. If meeting production schedules 

overrides all other considerations in a production facility, there may be a strong 

pressure to change evaluations of product day to day or even hour to hour in 

or .ler to ensure that the schedule is met even though produced quality varies. 

Managerial policies and !)ractices form the foundation of the social environment 

in which measurements are made and may have a powerful, if indirect, 

influence on evaluations of all kind:; that take place within that environment. 

The preceding description of factors that may influence the quality of 

measure me •• t results is, of course. incomplete. Methods for investigation of the 
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effects of those factors and discovery of other possible faC!ors is preser.ted in 

later chapters. 

2.2 Reasons for measurement and record keeping 

Evaluations of product and service outcomes may be ma1e for various 

reasons at any of several points in the creation or delivery of those results. 

Evaluation may be carried out by conducting a census or by applying a 

sampling strategy. A census is accomplished by evaluating every unit in some 

set of product. material or service. A census often takes the form of inspection to 

weed out all units of product that fail to meet one or more requirements. A 

sampling strategy is a method for collecting a subset of units. Sampling 

strategies are used when evaluation destroys or alters the product or service in 

some critical respect. In other cases. a census is economically infeasible due to 

a justifiable need for high quality measurements obtainable only at 

considerable expense; hence, a sampling method is performed. When the 

objective of evaluation is to describe the statistical behavior of the variation 

produced by an ongoing process, there is no possibility of a census because 

the output of the process is never complete. Sampling strategies must be 

de£igned to characterize ongoing process behavior rather than to describe a 

fixed set of product, material or service. 

Measurements of product or service characteristics are made for at least 

five reasons: 

• to determine disposition of the product or service 

• to develop and maintain a history of product or service results 

• to assess the stability of variation in results produced by the processes 

creating the product or service 

• to take actions to change process or input factors 

• to develop an understanding of how causal factors and their interactions 

affect product or service results. 

Irrespective of the reason for measurement, it is often difficult to carry out 

an evaluation so that measurements obtained over a period of time and over a 

variety of conditions are consistent and have the same meaning. Consistency 

of measurem-~nt procedures, equipment and materials is a recurring and 

important theme with regard to measurement processes. regardless of whether 
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a sampling or a census strategy is used and regardless of the measurement 

intent. Gaining knowledge of measurement consistency is necessary; 

therefore. in-depth discussion of measurement consistency and further 

development of the concepts and methods required are deferred to Chapter 8. 

One of the reasons listed above for product evaluation is to determine 

disposition; i.e .. to decide what is to be done with the product: scrap it, rework 

it, or deliver it to the next stage. Although carrying out inspection for disposition 

may be dictated by economic considerations as an appropriate short term tactic. 

an analysis with a longer term view should, in most cases, lead to the 

conclusion that resources should be invested in process improvement to 

remove the need to inspect for disposition. However. decisions for upstream 

improvement need not be based solely upon benefits to be derived from 

removal of inspection. Internal benefits of upstream improvement that may n~t 

be easily measurable include reduction of complexity of operations, reduced 

record keeping requirements. smaller fluctuations in workloads for rework and 

repair, and many others. 

Measurements of product or service characteristics may be collected to 

add to a histo:-y of product or service results. A product or service 

profile may be maintained for the purpose of meeting regulatory or other 

reporting requirements or for warranty or reliability reference. Under the 

assumption of measurement consistency, the history may provide information 

concerning the stability of variation in process results and and a basis for 

evaluatir.~ the ability of existing processes to meet future requirements. 

Although the objective of establishing and maintaining a product or service 

history may b~ entirely legitimate. some histories are established and 

maintained as a result of a temporary request to gather information expressed 

by a management group and never questioned thereafter. Numerous reports 

and performance records are initiated in this way. Poorly planned 

measurement strategies which involve large capital investment for 

measurement equipment.are often difficult to remove once put in place. An 

opportunity for removal of wa.;te from an organization lies in questioning the 

intent and need for institutionalized measurement and reporting systems. 

Product or service evaluation is also performed to assess the stability 

of the variation produced by the processes creating the product or service. 

The stability or instability of variation in the results of a given sampling and 

measurement strategy provides a measure of the effectiveness with which the 
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process is engineered. managed. and operated. Effectiveness is related to the 

current knowledge base used for process management and the consistent use 

of that knowledge. The degree of ability to replicate process outcomes 

consistently affects the confidence that can be placed in the results of planning. 

purchasing. scheduling. resource allocation, and so on. 

Actions taken to change process or input factors may have a 

temporary effect on process results. Measurements made as part of a manual 

or automated "contror system usually produce temporary effects on the process 

and its outputs. "Statistical process control" restricted to monitoring process 

variables or output characteristics and adjusting the process upon signal of 

change i5 a form of control system designed to maintain a steady. predictable 

variation in the output stream. Continuing adjustm~nts to maintain a stable 

process is an integral part of such systems. • 
Measurement of product or service characteristics may be a part of an 

engineering or managerial feedback control system intended to monitor output 

results to gain information for input or process adjustment. In the previous 

sentence. the term "control" is not being used in the statistical sense. but rather 

in the sense of a formally designed or de facto ~perating procedure for process 

intervention. The procedure may or may not use well thought out statistical 

criteria to determine the need for and the magnitude of intervention and 

adjustment. When a process is unstable and subject to change, monitoring and 

intervention to maintain a steady state is an important objective However. two 

critical points are often missed with regard to the design and operation of 

feedback systems. First. they do not usually provide for systematic learning 

and action to reduce variation beyond what the existing feedback mechanism 

can accomplish, so the best result they can produce is maintenance of the level 

of variation built into the proc~ss design. Secondly, many managerio.I feedback 

control systems and some engineering control systems do not appropriately 

recognize and interpret the "noise" present in results from any stable process or 

system. Therefore, there is risk that intervention and adjustment will take place 

for the wrong reasons and will introduce additional variation into process or 

system results. Introducing an understanding of stable variation into the design 

and operation of control systems provides potential to gain considerable 

improvement in results. Further. learning about causal factors that act to 

produce variation and subsequently acting on those factors may lead to 

changes in the feedback system in terms of what is measured and what 
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intervention and adjustment strategies are used. Thus. engineering and 

managerial control systems are. themselves. suitable subjects of improvement 

activity. 

Intermediate evaluations are often performed in producing physical units 

or in the delivery of certain services. One or more corrections or adjustments in 

later process steps may be needed in order to yield v.'.~at is required as an end 

result. In this respect, upstream product and service evaluations support the 

production of final outcomes that better meet customer needs and requirements. 

In surgical procedures. a particular outcome from a physiological evaluation. 

performed prior to or during surgery. may require that a surgical team modify 

their procedures to protect the patient's welfare or to achieve the original 

surgical objective. Intermediate evaluations in manufacturing processes are 

sometimes part of a manual or automated feed forward control strategy. The ... 

f~ed forward strategy alters processing conditions further downstream to 

3ccommodate the condition or state of the product as it exists at the evaluation 

point. A feed forward control strategy may be justified, given the economics of 

downstream adjustment versus change in the upstream conditions and 

processes that generate the need for feed forward control. but a control strategy 

should not be adopted without consideration of the economic issues in some 

breadth and depth. Improvement in upstream conditions and processes may 

render a feed forward system unnecessary. 

Finally. evaluation of product or service characteristics may be done to 

develop an understanding of how causal factors and their 

interactions affect product or service results. In this context. evaluation 

results are used for the analytical purpose of developing a deeper insight into 

the mechanisms that generate the product or service. The objective is to 

stabilize and then to improve the generating processes in order to create 

improved value for customers. a multi-dimensional aim that includes quality, 

cost. timeliness and performance in use of the product or service. When 

attempting to stabilize and then to improve the processes generating the 

product or service results, the exact causal factors influencing the process may 

not be known or well understood. In ordf?r to improve the results from the 

process. tne affects of potentiai causal factors must be carefully analyzed. 

Hence, it is often necessary to hypothesize on all possible factors which may be 

affecting the results. Consider the manufacturing process of roll-on deodorant 

bottle assemb~y. Deodorant is discharged into the deodorant bottles and a 
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polypropylene ball is forced into the top of the bott!e. After the ball placement. 

samples of assemblied bottles are tested for functionality. Everi though each 

bottle assembly is seemingly produced in the same way. inspection of the final 

deodorant bottles shows dispersion in the process results. A result of particular 

concern is that the plastic (polypropylene) ball in the top of the container does 

not always roll This dispersion could be caust.d by changes in raw materials. 

the equipment. work methods. or a multitude of other possible factors. Figure 

2.2.1 portrays the results of brainstorming and theorizing on possible causal 

factors for the functional nonconformity. 
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Figure 2.2.1 
Cause-and-Effect Diagram for Ball Not Rolling 

in Assemblied Deodorant Bottles 

Ra># Malerials 

' Co...,_, S.''""" FOi-'-" K., ,ate.as ro conc.,.rat• ..,O"C~ 

Cause-and-Effect diagrams {also referred to as fishbone diagrams) are 

helpful in sorting out the possible causal factors and for portraying the 

relationship of these potential causes with the outcome or msult. To construct a 

cause-a:id-effect diagram, the characteristic or result of concern is placed in a 

box on the right side of the figure. This characteristic, such as type of defect. is 

referred to as the effect. Major factor types which may contribute to the 

dispersion in the results form the main branches in the diagram. In the above 

example, these major categories are raw materials, people, package, 

environment, equipment, and the formula or product. The specific factors (i.e .. 

causes) within these major categories are then placed as stems on the 

corresponding branches. When using cause-and-effect diagrams in the study 

of factors which influence the dispersion in process results. it is important to 

solicit input and ideas from all persons having knowledge of the process. 

Another important consideration is tnat the cause-and-effect diagram is only a 
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tool for sorting and describing the relationships of pote!ltial. hypothesized 

causes. C:Heful analysis of the causal relationships and the process itself 

should be performed prior to making any process changes. In the previous 

example, the possible causal factors which were decided as critical areas in 

'l!hich to concentrate efforts were marked by astericks. However. upon careful 

and further study of the process. it was determineo that the major cause of the 

ball not rolling in the final product was the ball texture - a possible causal factor 

which was not hypothesized to be a critical cause of the resulting dispersion in 

process output. 

Little has been stated in the precedir.g discussions concerning 

measurement of input characteristics, process factors or operating conditions. 

The previous ideas concerning the disposition of process outputs and feed 

forward control systems apply to the measurement of input characteristics. 

Since inputs are simply outputs of some prior process or intermediate results in 

a longer process stream. measurement of input charac.1eristics is also done for 

the purpose of disposition or as a form of feed forward control. The reasons for 

measurement of process factors and operating conditions are the same as the 

reasons provided for the measurement of outputs. In some industries, the 

evaluation of process factors and operating conditions is a matter of meeting 

regtJlatory requirements. For example, in the pharmaceutical industry there are 

specifications on processing conditions. such as temperature and processing 

times. that must be maintained in order to satisfy regulatory requirements for 

acceptance of the product. These measurements of process factors and 

ope.ating conditions can also serve as inputs to feedback control systems. For 

example, a control system for a machining process uses measurements of 

machine temperatures. machine forces and tool characteristics as inputs to a 

control algorithm. In order to develop an understanding of how causal factors 

and their interactions affect output characteristics. plans for measurement of 

inputs and process factors must address how the resulting measurements will 

be associated with measurements of outputs. 

Even though measurement and subsequent data summary or analysis 

are done for multiole purposes, it is important is that those who initiate and carry 

out measurement activities understand why data are being collected. Data 

collected to maintain a historical record may r.ot be useful for assessing process 

stability or for using the data in a feedback mode, because source of data and 

sequence of production are often lost. Thus. it is difficult to obtain information 
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on process changes and potential causal factors. Fer process investigations 

and for the development of process knowledge. timely and specific data along 

with the careful documentation of process changes and potential causal factors 

are required. When data are collected for process investigations, the data must 

provide infomation on process changes and must permit investigation of 

hypothesized cause and effect relationships. Such information is not always 

seen as nec1~ssary and, therefore. may not be recorded if data collection has 

some purpose other than process investigation. 

Measurements of process inputs. factors. conditions. and methods. taken 

for the purpose of process investigation, are used for more than just simple 

descriptions of what currently exists or of what has happened in the past. The 

intention of obtaining these measurements is to understand the effects of 

changes in material, equipment. methods or environmental conditions on 

process output. to judge the correctness of the current level or average 

performance. and to understand the potential benefits to be gained by altering 

the magnitude of variation. The ultimate purpose is to make changes to the 

process which will improve the future outcomes of that process. 

2.3 Kinds of data 

The results of repeated application of a measurement process. collected 

together for summary and analysis, form a set of data. Proper summary and 

analysis of the set of data require knowledge of the type of data being 

examined. In traditional quality control. two types of data are usually identified: 

attributes data and variables data. When the measurement process requires a 

count of items or a count of a SpP.Cified quality characteristic, the resulting 

measurements are attributes data. Attributes da'.a include categorical data, 

counts of events or items, and rank data. Variatles data consist of actual 

measurements of a quality characteristic. such as the weight of a bar of soap. 

This distinction between attributes and variables data det&rmines the method of 

data analysis. For example, the X-bar and A chart is often used in the analysis 

of variables data. whereas the p chart for fraction nonconforming is commonly 

used for control charting categorical data. Hence, the four major kinds of data 

typically encountered are: 

• categorical data 

•counts of events in space (area or volume). time or amou'lt of work 
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• data consisting of ranks or ratings 

• variables data. 

Each of these kinds of data are described below. Some examples and a 

mention of some of the tools available for analysis that are discussed in later 

chapters is also provided. 

Categorical data arise by classifying each of a group of individuals or 

items or events into one of two or more categories. Tht. resulting data usually 

consist of the number in the group that are classified into each category. Some 

examples of categorical data are: 

• Parts in a collection are classified as scrap, repair or good. For example. the 

data recorded is that 3 parts are scrap, 8 parts are slated for repair and 89 are 

good among a total of 100 parts. 

• Respondents to a survey questionnaire are classified t:;y their age. The 

resulting data consist of counts of the number of respondents in each age 

category. 

• Engineering change notices are classified by the reason for the change. The 

resulting data indicate that, of 50 engineering change notices, 9 changes 

were made as product improvement items. 12 changes were made as a 

result of supplier requests for revision of standards. 14 changes were made 

to correct design flaws c,r errors, 8 were made to institute material changes 

and the remaining 7 were made for unspecified reasons. 

• An overnight package defivery service classifies a delivery as "on time" if the 

delivery is made before 10:30 A.M. on the specified day of delivery. A week's 

deliveries in a given region are classified as "on time" or "not on time" (the 

latter category includes lost packages). The resulting data consist of the total 

number of deliveries which should have been completed that week and the 

number of on time deliveries. 

• Processing line interruptions are classified by the type of interruption. The 

resulting data consist of counts of the number of interruptions by type that 

occurred in a month. Using this type of descriptive information to guide 

prioritization of problem-solving work each month is fairly typical practice. 

Improved practice is to analyze such data as counts of events in space or 

time (discussed below) with the intent of distinguishing chronic kinds of 

problems from sporadic problems. 

• Sheets of material are examined for surface defects of various kinds. The 

resulting data consi.3t of counts of the number of defects of each kind found rn 
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a given number of sheets. As in the previous example. the data consist of 

counts which should be analyzed with reference to an ongoing production 

process as counts of events in space or time. 

Categorical data that consist of counts of the number of items in two or 

more categories are sometimes summarized using bar graphs. Figure 2.3. 1 

shows a bar graph (also called a Pareto diagram) of the data on engineering 

change notices described earlier. 

Figure 2.3.1 
Bar Graph of Number of Engineering Change Notices 

by Reason for Change 

Frequenc y 

20 -
1 5 -
10 -

.. 

5 -

The basic statistical model used for the study of variation in data 

consisting of counts of the number of individuals or items in one of two 

categories is called the Bernoulli or binomial probability model. The 

generalization of this model to more than two categories produces the 

multinomial model. When studying variation in a sequence of counts of number 

of items in one of two or more categories (or the proportion of items in one 

category) as outcomes from an ongoing process. statistical control charts called 

np or p charts are usually employed. 
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Counts of events in space (area or volume), time or amount of 

work are made in a large variety of circumstances. Some of the:;e counts. such 

as the number of processing line interruptions in the previous example. arise as 

a result of observing occurrences of some kind of event in a given period of 

time. Counts of the number of customer complaints per month, the number of 

accidents per labor hour, the number of fires per month. the number of 

equipment failures per thousand parts produced, the number of requests for 

service or number of service interruptions per unit time arise by counting the 

number of events in time. Counts requiring similar treatment involve the 

existence of flaws in two or three dimensional space or in given volumes of 

liquid or gaseous material. The surface defect example provided above 

involves counting flaws of a certain kind in a two-dimensional area. Similarly, 

the number of dirt particles in the paint on the hood of an automobile and the .. 
number of scratches on the journals of a crankshaft.are counts of events in a 

given area. An example of a volumetric count of events is the number of voids 

and fractures in nuclear reactor vessel welds. Levels of impurities present in 

food products. such as grain or prepared foods. are also evaluated. In these 

cases and in the case of chemical products. impurity levels are recorded for a 

given volume of material. Some air quality measurements are intended to 

reflect the concentration of various kinds of particulates per unit volume. Counts 

of errors in documents or financial records or assembly discrepancies in 

manufacturing are counts of kinds of events as well. The amount of work 

represented by the document . record or assembly might be an appropriate 

measure of "opportunity" for the errors to occur. The basic statistical model for 

study of variation in data consisting of counts of events in space. time or amount 

of work is called the Poisson probability model. When studying variation in a 

sequence of such counts (or functions of the counts) as outcomes from an 

ongoing process. statistical control charts called u charts are usually employed. 

The reader may refer to material on u and c charts in Chapter 4. 

Counts of events in three or more different categories. such as defects by 

type, accidents by tyne and impurities by type, are often summarized by the use 

of a Pareto diagram. A Pareto diagram is a bar graph used to compare 

frequencies of events. A Pareto diagram is constructed by first selecting the 

categories to be used to summarize the counts of occurrences. Once the counts 

are summarized by the chosen categories, the resulting counts are ordered. If 

there are some infrequently occurring, unrelated categories. they may be 
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grouped together as "other." The counts are then used to draw a bar graph with 

the venical scale corresponding to frequency. Bars of heights which 

correspond to the category frequencies are drawn above labels on the 

horizontal scale that identify the categories. 

The inspdction of horn pad assemblies provided the data in Table 2.3. 1. 

In addition to keeping records of Pumber of defective items found at final 

inspection. records were maintained of the kinds of defects found. Summary 

counts of the number of defects of several different types found during 

inspection of 1000 horn pad assemblies were as follows (the counts have been 

arranged in descending order of magnitude): 
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Table 2.3.1 
Counts of Number of Defects by Type 

Obtained from Final !nspection of Ho ·n Pad Assemblies 

Type of Defect 
Defective urethane spray 
Surface defects 
Excessive flash 

Number 
65 

Percent of Total 
25.0 

Improper assembly 
Bad trim plate 
Other 
Brow pressure wrong 
Missing parts 
Loose nuts 

64 
63 
24 
12 
11 
9 
8 
4 

Total 260 

Fi;iure 2.3.2 
Pareto Diagram for Counts of 

Horn Pad Assembly Defects by Type 

Number 

70 

60 

50 

40 
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20 

12 11 
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24.6 
24.2 

9.2 
4.6 
4.2 
3.5 
3.1 
1.5 

17 



IThe purpose for constructing the Pareto diagram for horn pad asse,,bly defects 

type was to get information that would be helpful in determining what areas of 

the production process to work on in order to reduce the occurrence of 

problems in the final assembly. With this purpose in mind, examination of the 

data summarized in Table 2.3.1 and in Figure 2.3.2 led to a reorganization of 

the data. Surface defects and excessive flash were both defects produced in 

the pad molding process. Improper assembly, miss~ng parts and loose nuts 

were connected to the assembly process. When the counts of defects were 

reorganized by point of origin in ttie production process. the Pareto diagram 

shown ir. Figure 2.3.3 resulted. Examination of that Pareto diagram leads to the 

obvious conclusion that the pad molding process is the point of origin of the 

most defects and is the most fruitful place to begin work in order to reduce the 

fr6'-fuency of occurrence of defects. 

Figure 2.3.3 
Pareto Diagram for Horn Pad Assembly Defects 

Organized by Process Step 

Number 
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Pareto diagrams are used to identify the most commonly occurring or 

most expensive problem. The principle behind Pareto analysis is that a few 

·-
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kinds ot problems account for most of the total occurrences or for the majority of 

the cost. 

Prioritizing problems as a guide to improvement efforts presents some potential 

pitfalls that should be avoided. One pitfall is failure to recognize the existence 

of variation in the number of occurrences over time of problems generated by a 

stable pro:: ess. A stable process will create varying numbers of different types 

of problems day to day, week to week, and so on. When there are several types 

of chronic problems occurring at similar rates. the ranking of types of problems 

or defects each time period might produce different orderings of problems. 

depending upon the particular time period from which the data is chosen. Data 

gathered over multiple time periods may be used to distinguish between 

problems that are chronic and those that occur sporadically. Knowledge of the 

average rate of occurrence over time of ctironic problems and the identification .. 
of sporadically occurring problems provides a more sound basis on which to 

prioritize work to identify and remove causes of problems. 

A second potential pitfall in using data on problems or defects arises in 

the problem solving process itself. Examining only items having a problem as a 

means to identify cause(s) can be misleading and can thus contribute to faulty 

analysis and ineffective, if not incorrect, actions on processes. If problem-free 

as well as problem items are produced during the same time span, some of the 

problem-free items should be examined to reduce the likelihood that the 

problem is incorrectly associated with a fae!or believed to be a potential cause. 

It is helpful to view the process as generator of both bad and good items and to 

develop a list of several possible factors whose influences combine to produce 

a large enough variation defective items. An example of the the second pitfall 

deals with an assembly designed to spray a liquid into a chamber. Leakage 

from the assembly was considered to be a critical defect. Several leaking 

assemblies were found by inspection of production output. Only assemblies 

that leaked were examined to identify the possible causes of the leakage. The 

leaking assemblies were found to have a particular component that was 

contaminated by foreign matter. Since contamination of components had been 

associated in the past with leakage, the product characteristic identified as the 

cause of leakage was taken to be component contamination. As a result, the 

supplier of the component was preparing to add a costly decontamination step 

to the component production process. Upon investigation and subsequent 

examination of some non-leaking assemblies produced during the same time 
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period. it was found that n1... '1-leaking assemblies had both the same type and 

degree of contamination as the leaking assemblies. Since contamination 

existed in both leaking and non-leaking assemblies. it became necessary to 

determine other possible reasons for the leakage problem. Further discussion 

of possible causes of leakage led to investigation of variation in some 

dimensional characteristics of the assembly. This investigation showed that 

ex~ssive variation in component dimensions had been the factor that created 

the leakage. Work to reduce that variation cleared up the leakage problem and 

removed !he need for the supplier to add the decontamination step to the 

component production process. Of course. this example demonstrates faulty 

problem solving logic as well as the failure to recognize the existence of a 

process producing a stream of results. Both the existence of variation in the 

number of occurrences over time of problems generated by a stable process .. 

and the problem solving process itself should be considered when attempting to 

understand cause and effect relationships. 

Data consisting of ranks are created by ordering a collection of 

individuals or items from 1 ton (n =the number of items in the group) according 

to some criterion (e.g., best to worst, largest to smallest, least to greatest. etc.) 

Such data are called ordinal data. Similar data arise by assigning a rating 

(e.g., excellent, good, mediocre) to an individual or item. Customer evaluations 

of product or service often consist of responses of this type. Although a 

collection of ratings such as customer evaluations can be treated as categorical 

data and analyzed accordingly. other special statistical methods have been 

devised to deal with data of this kind (Refer to Conover, W. J., 1971 ).1. 

Variables data arise from measurement of a quantitative characteristic 

of an individual, item or group. For example, measurement of a person's age. 

height and weight results in three measurements of the variables type. 

Dimensions, forces, velocities, rates of flow. temperatures. and other quantities 

that can possess any numerical value on a continuous scale are data of the 

variables type. Times, such as time required to accomplish a particular service 

or task are data of the variables type. Measurements of the elapsed time until 

the first occurrence of a failure or breakdown or the time between those 

occurrences are commonly used in the analysis of product reliability. In certain 

circumstances, count data of the two kinds mentioned earlier are most 

reasonably treated as variables data, but some sophistication is required to 
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determine when this is appropriate. For examp!e. costs are often treated as 

variables data. 

There are a variety of methods used to summarize a collection of 

variables data. Dot plots may be used to picture the pattern of scatter or 

variation of a small collection of measurements over the scale of measurement. 

A dot plot is constructed by drawing a horizontal scale for the range of 

measurement and plotting a dot tor each measurement above the appropriate 

point on the scale. Figure 2.3.4 shows an example of a dot plot constructed 

from data on times required to transport shipments of parts from one plant to 

ar.other in an urban area. This plot suggests that two different processes exist 

which result in these transport time and it shows an outlying data point. 

.. 
Figure 2.3.4 

Dot Plot of Transport Times for Shipm£nts of Parts 

• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • I I I I I I I I I I I I I I I I I I I I 
10 15 20 25 30 

Minutes 

Histograms can be used to describe the shape of distribution of a larger 

collection of measurements. Figure 2.3.5 is an example of a histogram 

constructed from 85 measurements of available chlorine (AVCL) from 

production samples of a consumer cleaning product. 

Figure 2.3.5 
Histogram Constructed from 85 Measurements 

of A \·ailable Chlorine in Samples 
of a Consumer Cleaning Product 
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Frequency 

20 

15 

10 

5 

_500 _530 _560 _590 -620 _650 _680 _710 .740 _770 .800 -830 AVCL 

A histogram is constructed from a collection of measurements by carrying 

out the following steps: 

1) Find the smallest and largest measurements in the collection_ 

2) Divide the portion of the scale of measurement covering the smallest and 

largest measurements into from 5 to 20 equal, contiguous intervals that have 

non-overlapping end points. so that each measurement will clearly belong in 

only one interval. (With more data, more intervals can be used_} 

3) Count the number of measurements that lie in each intervaL 

4) Draw a horizontal scale representing the scale of measurement and mark off 

the intervals on the scale_ 

5) Draw a vertical scale representing frequency. 

6) Draw vertical bars over the intervals with heights that correspond to the 

number of measurements that lie in each interval. 

Table 2.3_2 contains the 85 measurements whose frequency distribution 

is summarized in Figure 2.3.5. 
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Table 2.3.2 
85 Measurements of A ,·ailable Chlorine 

in Samples of a Consumer Cleaning Product 

.72 .75 .67 .70 .67 .69 .69 .57 

.64 .70 .68 .71 .73 .69 .75 .74 

.68 .72 .66 .68 .61 .64 .53 .51 

.62 .75 .77 .80 .70 .69 .69 .66 

.69 .63 .59 .64 .63 .58 .53 .62 

.65 .68 .71 .65 .69 .70 .66 .60 

.64 .64 .61 .67 .63 .60 .63 .62 

.67 .67 .64 .62 .65 .54 .58 .72 

.69 .76 .75 .66 .67 .73 .69 .66 

.68 .62 .58 .59 .64 .57 .62 .67 

.59 .71 .72 .75 .70 

... 
To construct the histogram shown in Figure 2.3.5, the smallest and largest 

measurements in the collection shown in Table 2.3.2 were found; those 

numbers are .51 and .80. It was decided arbitrarily that to cc11struct about ten 

intervals. Dividing the range, .29, by the desired number of intervals yielded 

.029 as the width of each interval. Constructing equal width intervals to cover 

all the measurements in the set yielded the intervals: .500 - .529, .530 - .559, 

.560 - .589, 5.90 - .619, .620 - .649, .650 - .679, .680 - .709, .710 - .739, .740 -

.769, .770 - .799 and .800 - .829. Counting the number of measurements in 

each of those intervals yielded the histogram shown. 

An important point to keep in mind when examining histograms is that the 

choice of the number and width of intervals to use is arbitrary. However, the 

resulting picture of the shape of distribution is dependent upon that choice. 

Thus, interpretation of histograms should be approached with a healthy degree 

of caution. 

Both dot plots and histograms are summaries of a collection of 

measurements that describe pictorially the location of the entire collection on 

the measurement scale and the pattern or distribution of variation in the data. If 

the measurements come from results or characteristics of ongoing processes. a 

summary of the data which ignores the time sequence in which the results were 

produced may obscure some of the most important information in the data - that 

information associated with time of occurrence. As an illustration, consider the 

time sequence plots shown in Figures 2.3.6 and 2.3.7. In each case. the series 

of measurements has been summarized by use of a histogram on the right side 
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of the figure. (The measurement scale for the histogram is the vertical scale m 

each figure.) 
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figure 2.3.6 
Time Ordered Plot of Measurements 

Taken on Successive Results of a Process 

• • • 
• • • • • • • • • • • • • 

• • • • 
• 

Figure 2.3. 7 
Time Ordered Plot of Measurements 

Taken on Successh·e Results of a Process 

• • • • • • • • • • • • ••• 

• 

• • • • • • • 

Although the summary histograms in Figures 2.3.6 and 2.3.7 are identical, 

the time sequence plots shown in Figures 2.3.6 and 2.3.7 show the existence of 

two very different processes. The series of results plotted in Figure 2.3.6 shows 

no particular systematic pattern. The series shown in Figure 2.3. 7 exhibits a 

downward trend. Examination of Figure 2.3.7 leads to the conclusion that 

systematic change is occurring in the process producing the series of results 

and, consequently, that a need exists to understand the cause(s) of the change. 
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If only the histogram had been used to summarize the results of the process. the 

important information concerning the systematic change in process behavior 

contained in the time sequence plot would not have been discovered. 

Similarly. the dot plot of transport times shown in Figure 2.3.4 may obscure 

useful information available in the original time series. 

The descriptive methods presented above are useful for summarizing a 

collection of existing data. However, it is important to remember that existing 

data are always records of the past Historical results. by themselves. should 

not be used to predict future results. Knowledge of the state of statistical control 

of the process in question and subject matter knowledge of the causal factors 

which are likely to produce variation in future results are essential ingredients of 

good predictions. 

·-The moael most commonly used to study variation in data of the 

variables type is the normal probability model. The normal model has been 

used as a basis fur numerical constants used to construct control limits for X-bar 

ana R charts and other kinds of statistical control charts for variables data. One 

of the characteristics of the normal model is that the shape of distribution of 

measurements described by that model is symmetric with its highest point at its 

center. Figure 2.3.8 shows a picture of a normal curve. 

Figure 2.3.8 
A Normal Cur•1e 

The picture shown in Figure 2.3.8, as well as the one shown below :n Figure 

2.3.9, can be interpreted as a description of a relative frequency distribution for 

a large supply of measurements. Such a relative frequ~ncy distribution might 

be thought of as a limiting relative frequency histogram for a very large number 

of measurements when the number of class intervals grows very large and the 

width of those class intervals approaches zero. 
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Some kinds of variables data. such as waiting times or times to failure. 

max:ma or minima. ranges along a continuum. or chemical measures in parts 

per million. may tend to have distributions that are non-symmetrical. Figure 

2.3.9 shows a picture of a skewed. non-symmetric distribution model. 

Figure 2-3.9 

A Skewed Distribution 

In extreme cases of lack of symmetry, use of non-standard methods may be 

required. In particular, data consisting of times between occurrences of events 

over time may be more appropriately analyzed using methods other than those 

based upon the normal model. 

Statistical control and a normal distribution should not be confused. 

Statistical control, as a concept of variation, refers to the fluctuations in results 

produced by a process over time. and whether or not those fluctuations are of a 

steady magnitude around~ steady average. The accumulated results of a 

process producing statistically controlled variatiori may form a shape of 

distribution that bears no resemblance to a normal curve. As particular 

examples, values of fraction defective or counts of occurrences of events from a 

stable process will exhibit shapes that may be heavily skewed, depending upon 

the average per unit These kinds of data arising from counts are, of course. not 

of the variables type. But variables data produced by a stable process do not 

have to form a normal distribution. Examples of kinds of non-normally 

distributed results were mentioned above. Some practitioners believe that a 

histogram constructed from an accumulation of process data over a particular 

time span can be used to "test" for statistical control; i.e., non-normality implies 

lack of statistical control or an approximately normal shape implies statistical 

control. Reference to Figure 2.3. 7 makes it clear that when a sequence of 

results is summarized by a histogram. the shape produced can appear to be 
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approximately normar. even though the sequence of re::::ults exhibits a pattern 

that is clearly non-random. A statistically controlled sequence should not 

usually exhibit systematic patterns. Although isolated extreme results that might 

produce an out of control signal on a control chart may appear as extremes on a 

histogram. the absence of such extremes on a histogram is ciearly insufficient to 

judge the state of statistical control of process results. Control charts provide 

the means and operational definition to make a judgment of whether or not 

process results are statistically controlled. 

2.4 Data collection 

One of the final stages in carrying out the activities of a measurement 
~ 

pror.ess is the recording of the measurement resurts. The effectiveness of the 

measurement results (i.e .. the data collected) depends heavily on the pianning 

of the data collection strategy. In many organizations. a large amount of 

historical data is collected and stored. In attempting to study processes to 

determine causes of dispersion in process outcomes and to make process 

changes which improve the process. historical data currently stored often does 

not contain pertinent, sufficient information. If the purpose of the measurement 

process is to yield data to serve as a basis for decision-making, then the reason 

for the data collection must dictate the collection strategy. In planning for data 

collection. it is necessary to understand the actual process in order to determine 

critical points for measurement in the process. These measurement points 

should correspond to process parameters which have impacts on the p~ocess 

outcomes. Hence. the current process should be carefully and accurately 

described and potential causal factors should be determined prior to data 

collection. 

Flowcharts are useful for identifying key points in the process for study 

and. consequently, for determining points of measurement. Not only doe;; the 

flowchart provide a schematic picture of the current operation of the process. it 

also serves as a useful reference for det13rmining critical process parameters. It 

is often the case that redundant or unnecessary, costly process steps are 

identified during the flowcharting process; hence, immediate changes can be 

made to reduce the process complexity. Consider the flowchart in Figure 2.4.1. 

The shaded areas in the current process description show non-value added 

stages in the process as well as points of measurements . 
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Figure 2.4.1 
Flow Diagram of Manufacturing Process 

of Horn Pad Assemblies 
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One factor that influences the effecti'le use of measurement results is the 

care and attention paid to correctly recording the measurement and any 

important auxiliary information. Data collection forms should be designed to 

make correct recording of measurement results easy and efficient.and to 

facilitate recording error-free results, rather than to introduce the potential for 
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error through making recording of data difficult and time consuming. A data 

collection form should also allow space to record the time of data collection. 

identification of the person who collected the data, and other auxiliary 

information.. When data are to be collected with the intent of developing 

process knowledge. the kind of auxiliary information collected depends upon 

current theories about causal factors that affect results. What is considered 

important to observe is dependent upon those theories and will change as 

knowledge is developed. For example, information on the source of the items 

measured, such as lot number for incoming supplies. machine identification for 

parts. time or product. et cetera, might be recorded. Observed conditions and 

changes that might be important to the interpretation of the data such as 

ambient temperatures. maintenance actions. machine adjustments. machine ... 
stops and starts may need to be recorded as well. The flil:Tl should provide for 

flexibility in recording changing li'inds of information as process knowledge is 

developed. 

If a running record of results is to be examined for statistical control, the 

data collection form should also be used to maintain that record in graphical 

form. Figure 2.4.2 shows a data collection sheet for maintaining inspection 

records of counts of defects and recording their types combined with a chart 

format to plot a running record of those counts. 

Figure 2.4.2 
Data Collection Sheet 
Horn Pad Assemblies 
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DATE 

MACHINE SHIFT 6 13 6~ 6'5 6'6 6:7 COMMENTS 

A D A AA D 
1 1 I E F 

2 B ADC D 
F E 

2 1 A A B 
E G I E 

2 A AD AAD 
E G E E 

3 1 D D A B D 
I E 

2 A B DD B 
E F 

DATE 

MACHINE SHIFT 618 619 6110 6/11 6/12 COMMENTS 

1 1 --
2 

2 1 

2 

3 1 

2 

TYPES OF DEFECTS 

A defective urethane spray D surface defeas G blow pressure wrong 
B improper assembly E excessi\'e flash H loose nuts 
c m1ss1ng parts F bad tnm plate I other 

2.5 Operational Definitions 

Measurements are the information link between process results and 

subsequent actior., whether the action be on the results themselves or the 

process that produced them. Communications between individuals, groups, 

functions. customers and SL'ppliers include summaries and analyses of 

measured results. The quality and consistency of those communications and 

the waste incurred as a result of miscommunication depends heavily on a 

common understanding of what is actually measured, how it is measured and 

how those measurements are to be used in making decisions and taking 

actions. 
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When a product is transferred from a supplier to a customer. internal or 

external to the enterprise. both parties involved in the transaction have a need 

to know something about the properties of the items being delivered for 

purposes of determining payment and disposition or for purposes of 

determining what adjustments will need to be made in order to use the material 

received_ The information required in the transaction usually refers to 

characteristics of the product that must meet certain specifications in order to be 

usable. Specifications have little meaning and are a source of confusion and 

conflict if there are not operational definitions for the specified characteristics. 

To have an operational definition for a given characteristic. there should be: (1) 

a clear statement of what is considered acceptable that is communicable; i.e .. 

can be understood the same way by all parties. (2) an agreed method of 

evaluating or measuring the characteristic. including equipment to be used am:i 

method of selecting the material to be measured. and (3) a criterion for deciding 

whether requirements are met that will result in a clear and rereatable yes or no 

decision_ Time spent between producer and user constructing operational 

definitions for important characteristics will usually be repaid many times over 

by preventing disagreement and uncertainty in subsequent deliveries of 

product 

Figure 2.5.1 contains an example of a definition constructed for 

determining whether an 8.5" by 11" sheet of paper meets a specification on 

width_ It should be noted that this definition is neither right nor wrong, it simply 

represents an agreement between the producer and the user. 
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Figure 2.5.1 
A Definition for a Specified Characteristic 

Criterion for determining whether a sheet of paper meets a specification 
on width of 8.5 ± .001 Inches 

Choose one long edge of the sheet. Orient it 
to the left. . 
Measure down the left edge from the upper 
left corner with a (type specified) measuring 
device a distance of 3 Inches. ti.ark the point 
A. 
Measure down the left edge a distance of 8 
Inches. Mark the point B. 
Repeat the marking process for the right edge 
to obtain points C (3 inches down) and O (8 
Inches down). 

Measure the distance from A to C. Call the 
result X1 

M~asure the distance from B to O. Call the 
result X2 

Measure the length of the top edge of the 
sheet. Call the result X3 

Measure the length of the bottom edge of the 
sheet. Call the result X4 

Criterion: 
If all of the measurements (X 1, ~. >C..J, ~) 

are numbers between 8.499 and 8.501 
Inclusive, then the sheet meets the width 
specification. 
If any of the measurements Is less than 8.499 
or greater than 8.501, then the sheet does not 
meet the ·..yidth specification. 

2.6 Summary 

D 

.. 

32 



The discussion of this chapter has focused on introducing some of the 

basic ideas associated with the subject of measurement. First. the act of making 

a measurement or performing an evaluation is a process that produces a 

product - the resulting quantitative or qualitative evaluation. The products of a 

measurement process are subject to the same considerations of variation and 

predictability as the products of any other process. Measurements are made for 

a variety of reasons. including determining disposition of manufactured product. 

developing and maintaining a history of product or service results. assessing 

the stability of variation in results of manufacturing or service processes. taking 

actions to change process or input factors and developing an understanding of 

the effects of various factors on product or service results. In all of those cases. 

the results of carrying out a measurement activity constitute data that may be 

characterized by kind as categorical, counts of events. ranks or ratings. or 
.. 

variables data. The kind of data obtained determines the kinds of methods that 

may be appropriately used to summarize and analyze the data. Detailed 

discussions of appropriate methods are provided in following chapters. Some 

simple descriptive tools for summarizing sets of data were introduced in this 

chapter, including Pareto diagrams, dot plots, and histograms. There are a 

variety of other such tools discussed in other statistical texts. One important 

point to remember wher. using tools for organizing and summarizing sets of 

data is that important information associated with the time of production or of 

measurement may be lost in the process of summarizing. Time ordered 

sequences of measurements should always be examined for the existence of 

systematic patterns. Another important point is that data summaries are 

histories of past results and do not, by themselves, provide sufficient basis for 

prediction of future results. There are numerous factors associated with the 

components of a measurement process that may influence the quality of the 

results and their use. One of the most important of those factors is the existence 

of a common understanding of how and why measurements are made and a 

common understanding of the actions and decisions that ought to result from 

making measurements and anaiyzing them. In the case of characteristics that 

are important for use of the product at the next stage, an important factor in 

developing that common understanding is the creation and use of operational 

definitions for those important characteristics. 

Measurement provides a window through which the dynamics of 

processes and systems may be observed and studied. Clouding or dis!orting 
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the information that might be conveyed through measurement is clearly 

undesirable and unacceptable. To reduce the degree of loss of information. 

knowledge of measurement process performance over time and knowledge of 

factors that influence measurement results in terms of their quality and 

predictability must be developed so that the measurement process can be 

improved. Methods for developing that knowledge are discussed in later 

chapters. 
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Chapter 3 

Control Charts for Attributes Data 
p and np Charts 

As with other charting techniques which support improvement work. the 

effective use of p or np charts for understanding and improving the processes 

and systems of an organization requires competency in the application _of the 

statistical methods used in generating and interpreting the charts. However, 

knowledge of these methods is not sufficient for realizing the type of 

improvements discussed in chapter 1. If charting techniques are to be effective, .. 
a number of other issues and concerns must be addressed prior to and 

concurrently with the use of these charts. Some of these issues include the 

intent which exists for developing the control charts, the manner in which prior 

process knowledge is recorded and made known to the personnel working on 

the process, the use which should be made of this prior knowledge in 

developing sampling and subgrouping plans for data collection, and the 

management practices which are in place to make use of the knowledge gained 

from the statistical study of the process. 

This chapter will not begin by attempting to discuss all of these issues 

concurrently, but instead will start with the more prosaic aspects of constructing 

and interpreting p and np charts. With this background in place, a discussion of 

the issues which should be considered for the effective use of p and np charts 

will follow. Finally, several case studies which model appropriate practice in the 

use of these statistical techniques for continual improvement wil! be presented. 

3.1 Description of attributes data requiring the use of p or np charts 

The information gathered to study the behavior of a process is often 

obtained by counting the number of items which possess a certain characteristic 

or attribute. This type of attribute data, as presented in chapter[]. is called 

categorical data. Each item examined is thought of as falling in one of two 

categories, those that possess the specified characteristic and those that do not. 

In quality improvement work, these data generally arise by counting the number 

of items in a collection or subgroup of items which are judged to be 



nonconforming according to a set of criteria describing the requirements for use. 

Examples of situations in which attributes data have been generated are: 

1. Counts of the number of damaged cans in lots of 1000 cans. Each 

can was judged as b9ing "damaged" or not. 

2. Counts of the number of shafts in samples of 200 whose diameters fail 

to meet the stated specifications. Each shaft either met or failed to meet the 

specifications. 

3. Daily counts of the number of assembled motors from each day's 

production which failed to pass a certain voltage test. Each motor was judged 

as passing or failing the voltage test. 

4. Weekly counts of the number of invoices which contain at least one 

error. Each invoice contained either one or more errors or was correct. 

·-
Three possible evaluation objectives may have led to the collection of a 

set of attributes data. The first objective might be to collect such data simply for 

information purposes. As an example, a merchandiser may have recorded the 

number cf dented cans in a lot of canned goods purchased from a producer of 

such food. This information was needed to arrive at the number of dented cans 

for which the producer will reimburse the merchandiser. The interest in 

obtaining this information was only to describe the quality of the lot of cans 

inspected. 

A second reason for collecting data on nonconforming items is to build a 

product or service profile which may be used to describe the product or service 

characteristics over time. The data in Table 3.1 were collected for this purpose. 

The information in this table summarizes the performance of automobile 

engines subjected to extensive testing. At the particular plant where these data 

were gathered, a set of ten engines are selected from each shift's production 

and subjected to extensive testing; it is the results of this test which are 

;:;ummarized in Table 3.1. In the test, 47 different characteristics are checked on 

each engine. If an engine fails on any one of the 47 characteristics, it is 

recorded as a reject. The numbers in Table 3.1 are the counts of the number of 

engines rejected in a week (5 days) of production for 21 successive weeks. 

When attributes data are collected over time, as in the present case, the stability 

of the variation in the results being summarized by the data can be evaluated. If 

the variation appears to be stable over time. then there exists a basis for 

predicting the future performance of the output with regard to this characreristic. 
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Finally. data on nonconforming items may be generated as an aid to 

ongoing process or system improvement work. Attributes data are then used to 

gain insight into the mechanisms of the process or ~he dynamics of the system 

which generated the product being studied. ~n this instance, current knowledge 

of the process and systems is used to guide why and how data will be collected. 

Analysis of the attributes data is then used to update the current process/systern 

knowledge as well as to indicate process/system improvements. 

3.2 Construction of p charts 

When attributes data of the type discussed in section 3.1 have been 

collected on a process and the information is to be used to gain process 

performance knowledge. an evaluation of the behavior of the variation in the ... 

data over time is necessary. P and np charts are used for making such an 

evaluation. Chapter D discussed the usefulness and the importance of 

evaluating the stability of a process by using control charts. These concepts will 

be discussed further after the techniques for constructing and evaluating p 

charts and np charts for categorical data have been explained. 

The data in Table 3.1 will be used to illustrate the construction of a p 

chart. The numbers recorded in this table are counts of the number of engines 

rejected in a week (5 days) of production for 20 successive weeks. For this set 

of data there are 20 subgroups, representi.1g the 20 weeks over which th~ data 

were collected. Each of these subgroups was formed by counting the number 

of nonconforming engines in a subgroup containing one hundred engines. 

Notation 

k will denote the number of subgroups 

n will denota the number of items in a subgroup 
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3.2.1 Plotting the points on a p chart 

The construction of a p chart begins by plotting the fraction 

nonconforming. p, for each subgroup. The fraction nonconforming is calculated 

for each subgroup by dividing the number of nonconforming items in the 

subgroup by the number of items contained in the subgroup. An examination of 

Table 3.1 shows that for the 100 engines tested during the first week, there were 

six found to be nonconforming. So the fraction nonconforming for this first 

subgroup is .06. The p values for all 20 subgroups are then plotted on a chart 

which has the subgroup number along the horizontal axis and the range of 

fraction nonconforming along the vertical axis. Figure 3.1 was constructed in 

just this fashion. It is important to note that the data were recorded in the order 

in time in which they were collected and that this time ordering was maintained 

when the data were plotted. The value of plotting the data in this fa~hion will 

become clear in the discussion of the analysis of p charts. 

3.2.2 Calculating the center line for a p chart 

The center line on a control chart represents an average value of the 

data used to construct the chart. In order to determine the center line for a p 

chart, denoted by p, the total number of nonconforming items in all subgroups is 

divided by the total number of items examined in all subgroups being used to 

establish the center line. 

p = total number of nonconforming items 
total number of items inspected 

When the number of items inspected in each subgroup is the same we have: 

Total number of items inspected= k x n. 

For the data of Table 3.1, there was a total of 131 rejected engines among th€: 

2, 100 engines inspected, so that: 

4 

p = ~=.0624 
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This value of p has been used to position the center line drawn on the p chart 

in Figure 3.2. 

3.2.3 Calculating the control limits for a p chart 

The upper and lower control limits define the amount of variation which 

might be expected to occur in p values collected from a stable process. (The 

insights provided by this definition will be discussed after the calculation of 

these limits is illustrated.) The formulas used to calculate the upper and lowe1 

control limits are. respectively: 

UCl,i = j5 +3~p(~ p) 

L"' _,__'l /p(1-p) 
'"' .... p - ..., "'V n 

where j5 and n are the average fraction and the subgroup size, respectively. 

For the data on the engine hot tests the uppei control limit is found to be: 

UCLP =.0624 + 3l
06240

--
0624

> =.1350 
100 

The calculations for the lower control limit: 

LCLP =.0624 - 3 .0624(1-.0624) 
100 

result in a negative number, -.0102. Since a negative fraction of nonconforming 

items is impossible, the convention of saying that there is no lower control limit 

will be used in this text. Thus, for the engine testing data: 

LCLP -none 

Figure 3.3 displays the completed control chart. 

5 



3.2.4 Summary 

6 

Construction of p charts 

k denotes the number of subgroups 

n refers to the number of items in a subgroup 

1. Each item in a subgroup of n items is classified as either conforming 

or nonconforming. The number of nonconforming items is recorded for 

each subgroup. ·-

2. Calculate p (fraction nonconforming) for each of the k subgroups. 

number of nonconforming items in the subgroup 
p=~~~~~~~~----~~~~~---'~-'-

n 

3. Calculate the center line on the chart as: 

p = total number of nonconforming items 
total number of items inspected 

4. Calculate the control limits as: 

UCL = p +3~p(1 -p) 
P n 

LCL = p-3~P(1 - p) 
P n 



3.3 Statistical Control 

The p chart constructed from the data on engine tests provides 

information about the process producing these engines. The first thing to be 

noticed about this chart is the variation in the values of p. The smallest p plotted 

is 0.03 and the largest is 0.12. What can be learned about the process from this 

observed variation? For example. the largest value of p, 0.12, occurred for 

engines made during the tenth week. Would it be useful to try to identify what 

was different about the tenth week of operation? The lowest value of p,_ 0.03, 

occurred during the fourth week and again during the sixteenth week. Does this 

value indicate that better work was done during these weeks? Answers to 

these questions require further concepts. It is necessary to consider what is 

meant by a stable process, one which is in a state of statistical control. how ·­

much variation might be expected in the outcomes of a stable process, and 

what these ideas mean for interpreting data collected from a process. 

A stable process may be thought of as one which is consistently 

producing the same level of variation over time. The inescapable fact is that the 

number of nonconforming items producec hour to hour, day to day, and week to 

week will vary. However, for a given data collection strategy, the amount of 

variation observed in the fraction of nonconforming items produced by a stable 

process will be of a predictable size while that from an unstable process will not 

be. W. E. Deming refers to the causes of variation in a stable process as 

"common causes;" i.e., causes which are common to all outcomes. An unstable, 

out-of-control process has special causes of variation acting as well as common 

causes. Special causes act on some outcomes to produce additional variation 

in the outcomes. These concepts can be applied to process data in order to 

provide a basis for understanding causes of variation. 

These two types of variation can be illustrated by using the engine test 

data. Common causes of variation in the values of the fraction of rejected 

engines would be those causes of a nonconforming engine which are present 

throughout the time in which the data was gathered. These causes may have 

as their sources the capability of the equipment used for engine manufacture, 

the maintenance practices for this equipment, the original design of the engine 

and alterations to this design, or the methods used throughout the production of 

the engine. For example, over time the metal from which the engine block is 

cast will be of varying degrees of hardness from block to block. This variation in 
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the hardness will mean that machining operations will require varying amounts 

of time to complete. At some times throughout production. adequate machining 

may not be done because of the difficulty in accommodating the machining 

equipment to the varying amounts of hardness. Consequently, some engines 

will at times be improperly machined, possibly resulting in oil leakage or 

inadequate combustion characteristics. This type of problem might occur at any 

time throughout the manufacture of the engine and would thus be common to all 

outcomes. 

Ar.other source of variation in the fraction of nonconforming engines 

being produced might be due to the type of cutting tools or grinding wheels 

being used in the machining operation. Suppose these tools were being 

purchased from several suppliers; the type which is used one week may not be 

the same as the type used in the previous week. Differences in results causeo 

by inadequate tools purchased from one supplier would then not affect all 

outcomes of the process. At the point in time when an inadequate tool is used, 

a marked increase in nonconforming engines occurs. This additional variation 

due to increased levels of nonconforming engines in the weeks that 

inadequate tools were used would be identified as due to a special cause. 

Earlier in the discussion the question was raised as ~o whether the p 

value of 0.12 which occurred in week ten was large enoug:'l to indicate that a 

difference existed between the way the engines were being produced at this 

time as compared to the other points in time at which data were collected. This 

question could now be rephrased as: ·0oes the value of p=0.12 differ so much 

from the other p values recorded that there is an indication that a special cause 

was affecting the outcomes of the process at this time?" 

Studying a process to determine whether or not it is stable is necessary 

in order to be able to predict the outcomes of that process. If the outcomes of a 

process have been studied and it has been determined that the process has 

been behaving in a stable fashion over time, then there exists a basis for 

predicting that the process may behave in a similar fashion in the future. 

Conversely, if a process is subject to special as well as common causes of 

variation, and the special causes are not identified, then prediction of the 

outcomes of this process is not possible. The effects of these special causes 

may occur at any time, hampering the ability to predict future outcomes of the 

process. 
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The ability to predict the outcomes of a process is an important tool in 

planning. This statement is made clear by considering the engine example. By 

being able to predict the proportion of conforming engines produced in a week, 

the cost of that production can be estimated. the schedule for engine production 

can be managed in an efficient manner, and the ability to estimate the number 

of engines which can be supplied to the division of the business assembling the 

automobiles is known. Certainly, cost estimates and production schedtJles can 

and are built without the knowledge of stability of process results. At issue, 

then, is the improved ability to estimate and schedule with this knowledge. The 

benefit of this improvement is appreciated by a brief consideratior. of tile effects 

of, say, poor scheduling. Schedules must necessarily be built with or without 

the ability to run the process in a stable manner. If there exists a large 

discrepancy in the schedule and the ability to meet the schedule, ways will b~ 

introduced to handle these discrepancies. These may take the form of overtime 

to complete the schedule, hold-ups at the next stage of production, and 

negotiated allotments with customers. If these ways of handling poor 

scheduling ability become too painful, the business may choose to increase the 

estimated scheduling time of a job. In other words, the lack of confidence in 

being able to run to schedule, may result in large estimates of schedule time as 

a way of avoiding the consequences of unmet schedules. 

As well as being an important tool for business planning, studying the 

stability of a process is an important step in a quality improvement program, 

since work on process improvement requires this kind of process knowledge. 

The ability to work to improve a process requires not only the engineering 

knowledge of the process mechanisms, but also the knowledge of the outcomes 

which result from these process mechanisms. These two aspects of process 

knowledge, understanding the process mechanisms and understanding their 

affects on process results, are most usefully used to support each other in 

process improvement. In the current example of the data on engine testing, little 

knowledge of the mechanisms which produce engines was used in guiding the 

acquisition of the data. These data were simply acquired at the end of the 

production line which produced these engines. Consequently, the ability to use 

this kind of information to understand the underlying process will be limited. 

However, the direction in which the analysis of these data would focus future 

work is an impo11ant concept, which can be usefully des:ribed with this 

example. 
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Suppose. for example, that the information collected from a process 

indicated that the process was unstable. The first step in working to gain 

process knowledge would be to identify the special cause(s) acting to create the 

instability. If a special cause results in increased levels of nonconforming items. 

what should be done to remove this cause? If the special cause is acting to 

reduce the levai ot nonconforming items produced, what can be done to insure 

that the special cause becomes part of the standard operating procedure for the 

process? In the context of the engine test example, if it was determined that a 

value of p=0.12 differed so much from the other p values that a special cause 

appeared to be operating, work on the process would entail first identifying what 

that special cause was and then working to eliminate the cause. In addition, 

suppose it was determined that a value of p=0.03 was so much smaller than the 

other p values recorded that a special cause must be acting to reduce the level 

of nonconforming engines. Work on the process would then proceed by 

attempting to make the special cause a part of the ongoing operation of the 

process. 

·-

Alternatively. a conclusion that a process is stable and subject to only 

common causes leads to the recognition that only process changes which act 

on one or more common causes will result in improvement. In order to improve 

a stable process, it will be necessary to collect information on the process in a 

manner which will allow the impact of common causes to be studied. It is at this 

point that it becomes evident why the data collected on engines would most 

likely be insufficient to support process improvement. The data as i;ollected 

provide little insight into the underlying causes of variation in the production 

process. Knowledge of the process which would make that process accessible 

to study would need to have been developed in order to try to understand and 

impact the common causP.s of variation. 

Distinguishing between common and special causes is important in 

order to know what kinds of actions would be appropriate to take to improve the 

process; in addition. it is also an important distinction to make in order to avoid 

actions which would be inappropriate. Without kriowing whether or not the p 

value of 0.12 indicated a special cause was operating, one might proceed as if 

there were an indication of a special cause. If the process were actually in 

control, it is doubtful that any actions taken could be effective in improving the 

process. At worst, such actions could, by overadjustment, produce more 

variation in the outcomes of the process. 
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The completed p chart in Figure 3.3 shows that none of the points plotted 

fall outside of the control lirr.its. Since the control limits on the p chart indicate 

the amount of allowable variation in the plotted points if the process is stable, 

the conclusion reached from examining this chart is that there is no evidence of 

instability in the process, in other words, that the process appears to be in 

statistical control. 

3.4 Collection of Attribute Data to Support Process Study 

In a plant which produces single serving, frozen meat pies, called pot 

pies, past evaluation of the process producing the pie crusts showed that a 

large numoer of these crusts were being scrapped aft~r they had been put into 

metal trays, but before the filling had been added. The data used to evaluate .. 
the performance of the line producing bottom crusts had been obtained from the 

inspection station at the end of the line which produces the bottom crusts. 

Current practice was to inspect 100% of the bottom crusts produced in order to 

remove from the production line any crusts which had obvious breaks in the 

dough or which did not completely cover the metal tray which contains the crust. 

The line producing bottom crusts was run for two shifts each day. Analysis of 

the data gathered from these two shifts indicated that the process was currently 

in control and producing about 18% nonconforming crusts. 

The management group which met to begin considering ways to improve 

the pot pie production process did not agree that the large number of 

nonconforming crusts being produced constituted a "quality" problem. Some 

members of the group believed that there did not exist a quality problem, since 

the crusts are 100% inspected and any nonconforming crusts found are 

removed from the production line and the dough from these c:-usts is reused in 

the process. However, other members of the group held that the plants inability 

to prod:Jce good crusts without rework resulted in additional expense, since 

machine and operator time was used to produce unusable prc,duct. Further, 

they pointed out that other characteristics, such as taste and texture of the cru~i. 

were deteriorated by the process of reworking the dough and so rework should 

not be considered an appropriate solution. 

To support the work on the pie crust line, the management decided to 

gather together the current process knowledge. Figure 3.4 is the flow chart of 

the pot pie production and Figure 3.5 provides a more detailed description of 
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the portion of the production process where the bottom crus1s are formed. In 

addition. two members of the management group met with several of the 

operators of the pot pie line to create the cause and effect diagram which is 

displayed in Figure 3.6. This cause and effect diagram led to a lengthy 

discussion about which causes listed were actually active in producing 

nonconforming pie crusts. It was decided at thi3 juncture that some of the 

differing opinions about the reasons for nonconforming crusts was that the 18% 

figure on nonconforming crusts provided incomplete information about the 

current capability of the pot pie line. In particular, there was little knowledge 

about whether there were more nonconforming crusts or. some days rather than 

others. If this were true, than the group would investigate more closely those 

causes \'Jhich were present on some days but not others. Further, the group 

had no knowledge about whether the number of nonconforming crusts was •. 

larger at some times of the day rather than at other times. Again, knowledge of 

the behavior of the process during a day would provide direction as to what 

might and might not be a factor in causing nonconforming crusts. The point was 

also made during these discussions that a more thorough knowledge of how 

the process was currently operating would also provide a baseline by which to 

judg~ future improvements in the process. 

In order to better understand the process, the management group 

decided to collect information on the number of crusts discarded throughout a 

days operation. The flow chart in Figure 3.5 describes the current operation of 

the process and illustrates where ;n the process data collection was performed. 

The process of producing the pie crusts begins with the dough being extruded 

from the vat in which it is mixed into a thick sheet of dough. Fr(,,.., · '1is point the 

dough is pulled into the forming machine, which rolls the dough into a thin 

sheet. The dough is cut into wide strips by the forming machine; the strip then 

covers 24 metal trays. The dough is pressed into the pie plates and excess 

dough is trimmed. The forming of a group of 24 crusts is referred to as a cycle, 

and the operator who runs the forming machine controls the time at which the 

cycles occur. This same operator examines the pie crusts after the forming 

operation to see that there are no visible breaks in the dough and that all metal 

trays are completely covered by dough. It is the large number of crusts which 

are discarded at this point of the operation which has caused concern. 

There1ore. it was decided to collect information on nonconforming crusts at this 

point of the process. 
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3.5. Construction of np charts 

In the study of the current behavior of the pot pie line, the management 

group decided to collect information throughout the day and over several days 

time on the number of nonconforming crusts being produced. To this end it was 

decided to have the operator who was inspecting the crusts record the number 

of nonconforming crusts produced in four consecutive cycles of the machine 

forming the crusts. The number of ncnconforming crusts produced in these four 

cycles was to be recorded. The operation of this line only occurs on on~ shift, 

(the day shift) each day. The operator of this line was instructed to count and 

record the number of nonconforming crusts produced by the four consecutive 

cycles of the machine once each hour. This data collection was carried out for 

one week (five working days.) These data have been recorded in Table 3.2 .•. 

A p chart could be used to evaluate the information contained in these 

data. However, in this case the subgroup size was 96. (It should be recalled 

that each subgroup was formed by counting the number of nonconforming 

crusts in four cycles of 24 crusts.) The management group decided it would be 

simpler to plot the number of nonconforming crusts, rather than the fraction 

nonconforming. When the number of nonconforming items is to be plotted on a 

chart, then an np chart is the appropriate technique for analyzing the 

information on the plot. It is important to notice that the information contained on 

the np chart is just the same as if the choice had been to construct a p chart with 

the data. The decision as tG whether to use a p chart or an np chart when, as in 

the present case, each subgroup contains the same number of items examined, 

is merely a matter of convenience. 

3.5.1 Plotting the points on an np chart 

Table 3.2 contains iraformation on the time of inspection, the number in a 

subgroup, and the number of nonconforming crusts in a subgroup. On an np 

chart. it is the number of nonconforming items which are plotted. These values 

have been plott~d in time order on the chart in Figure 3. 7. Again, the s:.1bgroup 

numbers appear along the horizontal axis and now the range of the number of 

nonconforming appears along the verticai axis. The analysis of the information 

contained in this plot about the pot pie line proceeds in the same fashion as for 

a p chart. A center lina is calculated and then upper and lower control limits are 
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calculated in order to describe the amount of variation which should occur in the 

plotted points if the data were obtained from a stable process. 

3.5.2 Calculating the center line and control limits for an rap chart 

On an np chart, the value used to the draw the center line is the average 
number of nonconforming items in a subgroup. This value, denoted by np, is 

the total number of nonconforming items in aH subgroups divided by the number 
of subgroups. 

_ total number of nonconforming items np-
number of subgroups 

For the data of Table 3.2, there was a total of 579 nonconforming criJsts in the 

35 subgroups, so that: 

np = 579
=16.5429 

35 

This value of np has been used to position the center line in Figure 3.8. 

The calculation of the upper and lower control limits for an np chart 
require that the value of p be calculated. This value is, of course, calculated 

just as described in Section 3.2.2. Alternatively, p could be calculated by 

dividing np by n, the subgroup size. 

p = 16.5429 =.1723 
96 

The upper (UCL) and lower (LCL) control limit are then calculated as follows: 

UCL,,p = np + 3~np(1- p) 

LCL,,, = np - 3~np(1- p} 

For the data in Table 3.2, the upper and lower control limits are: 

UCL"P = 16.5429+ 3~16.5429(1-.1723) = 27.6439 
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LCLnp = 16.5-t29-3.JI6.5429(1-.1723) = 5.4419 

These values have been used to draw the upper and lower control limits in 

Figure 3.8. The completed chart shows no indication of a special cause 

operating. From the available data, it appears that hour-to-hour throughout the 

week studied, that the proportion of nonconforming pie crusts appears to be 

stable with about 17% nonconforming crusts being produced. 

The summary of the results of the np chart at first appears to provide the 

same information as that contained in the initial statement about the pot pie line, 

that it was presently producing about 18% f1unwniorming. But there is 

additional guidance to be gained from the np chart. In order to begin improving 

on the current capabilities of the pot pie line, a direction for study of the line 
.-

needs to be set. The np chart can be used to indicate which direction might be 

most fruitful. For example, the points on the chart were collected hour-to-hour 

over a week's period; and the indication from the chart is that the process is 

stabie when judged in this fashion. Consequently, those sources identified on 

the cause and effect diagram which would act to create differences between 

days or between hours might not provide the more useful areas for study at this 

juncture. Since the chart reports that hour-to-hour and day-to-day the process 

is behaving consistently, there is no evidence that a special cause is acting at 

some hours and not at others. This knowledge provides the basis for the 

judgment that working to detect why some hours or days differ from others 

would not be useful. Alternatively, those causes on the chart which might be 

thought to affect nonconforming crusts throughout an hour need to be further 

explored. The cause and effect diagram might be used to aid in identifying 

which causes might be acting consistently within an hour to produce 

nonconforming crust.>. 

3.6 Selecting the Subgroup 

In the study of the pie crusts, eact. subgroup on the np charts consisted of 

four groups of 24 crusts. These four groups came from four consecutive cycies 

of the machine which formed 24 pie crusts at each operation. The 35 

subgroups on the chan in Figure 3.8 were collected at various points in time 
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throughout one day. By selecting the subgroups in this fashion. any changes in 

the process which were detected on the control chart as a specia! cause would 

be changes that occurred between subgroups. On the other hand, any causes 

which were acting during the time of collection of a single subgroup would not 

be indicated as a special cause on the control chart. Thus. the m&nner in which 

the subgroups are selected determines those causes of change in number of 

nonconforming items which can be detected as special causes on a control 

chart. What is learned about the operation of the process from a set of data 

collected from the process depends on how the data were gathered. The next 

stage in the stucty of the pie crust process illustrates this idea. 

One of the possible causes identified on the cause and effect diagram for 

nonconforming p!e crusts was that tins occupying an and position when the 

dough was placed over the tins were more likely to be defective for the following 

reasons: the dough was too thin at this location, or the dough was not properly 

rolled out and so didn't cover the pie tins completely, or the dough at the ends 

dried rr.ore quickly than the dough which covered the middle positions. !f 

re1ected pie tms are associated with position, then it would be expected that 

different proportions of tins are rejected at the two positions. Two qrJestior.s 

then arise: 

1. Are the number of nonconforming crusts formed at the two locations 

consistent (or stable) over time, and 

2. How de the number of rejected crusts at the two locations compare? 

The previous subgrouping strategy was not designed to provide answers to 

these questions as each subgroup contained both middle and end crusts. In 

order to determine if the end positions did, indeed, produce a higher proportion 

of defective crusts, a different subgrouping strategy was devised. The 

subgroups were selected so that some subgroups contained only "end" crusts 

and some contained just "middle" crusts. 

Collecting data using this method required a much larger investment of 

time, since each crust had to be identified by its location in addition to noting 

whether it was r.onconforming. Since the lir.e was not going to be siopped 

while this data collection activity was proceeding, the data were not entered on 

a chart as it was gathered but rather recorded on the type of form shown in 
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Figure 3.9. The circles on the form correspond to the 24 locations of the pie tins 

wher. they are beir.g covered with dough. The person collecting the data would 

then makP. an ·x· on the form to indicate which location contained a 

nonconfor'l'ling pie c1Ust. As be!ore, this information was recorded on four 

consecutive runs every half hour. The first set of completed forms are shown in 

Figure 3.10. Howf'..!ver, unlike the first set of data collected on the line the data 

were now summarized by position. The places which have been labeled 1 

through 4 and 21 through 24 were considered to be the end positions. The 

crusts in these eight positions in the first four consecutive runs formed the first 

subgroup. The number of nonconforming crusts in this first subgroup is given in 

Table 3.3. The sample size for this subgroup is n = 4 x 8 = 32. The second 

:;ubgroup consists of the remaining 4 x 16 = 64 •middle· crusts from the same 

four consecutive operations from which the first subgroup was collected. The •. 

remaining data in Table 3.3 were recorded in a like fashion. The odd numbered 

subgroups were formed from end crusts and have subgroup sizes of 32. The 

even numbered subgroups were formed from the •middle· crusts and have 

subgroup sizes of 64. The 40 subgroups were collected over one shift of 

operation. Because the subgroups in these data do not all have a common 

value for n, the subgroup size, a control chart for varying n will be constructed 

for the data. 

3.7 Construction of p charts when n varies 

If a set of data on nonconforming items has varying subgroup sizes then 

the appropriate chart for analyzing these data is a p chart. Plotting the points 

and drawing the center line on the chart is done just as it was for a p chart when 

all subgroup sizes were the same. For the data in Table 3.3, the values for 

fraction nonconforming, p, have been plotted by subgroup on the chart in Figure 

3.11. The center line has also been drawn on the chart. Just as described in 

section 3.2.2, the center line, • was calculated by dividing the total number of 

nonconforming items in all subgroups by the total number of items examined. In 

the twenty subgroups with 32 crusts there were 208 nonconforming crusts and 

in the twenty subgroups with 64 crusts there were 114 nonconforming crusts, 
th.,,.. . . , .......... 
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p = 208 + 114 =.1677 
(32x20 + 64x20) 

The formulae for upper and lower control limits for p charts which 

appeared in section 3.2.3 were a function of n, the subgroup size. A way of 

interpreting this information would be to say that the amount of expected 

variation in fraction nonconforming measured on a stable process depends on 

the number of items in a subgroup. Thus, when the subgroup sizes in a 

collection of data are different, such as in the data in Table 3.3, it is not 

appropriate to use the same control limits to assess the variation in the fraction 

nonconforming. Instead, the control limits used for each p plotted will depend 

on the number of items which were used to calculate that value of p. Thus for 

those points which were based on 32 crusts, the upper and lower control limits 
will be: 

UCL= p +3 f p(l-p) 
1J n 

UCL =.1677 + 3 .1677(1-.1677) 
32 

=.1981 

LCL = p -3~P(~ p) 

LCL =.1677 _ 3 .1677(1-.1677) 
32 

LCL-none 

• 

For those points which were calculated as the fraction nonconforming 
in 64 crusts, the upper and lower control limits wilJ be: 

UCL = f5 + 3\f p(l~ p) 
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UCL =.1677 + 
31

,.1677(1-.1677) 

' 64 

=.3081 

LCL = p -3ip(~ p) 

LCL =.1677 - 3 .1677(1-.1677) 
64 

=.0276 

These limits have been used to construct the p chart in Figure 3.12. The odd­

numbered subgroups had subgroup sizes of 32, thus the upper control limit for 

these points is .3658 with no lower control limit. The remaining points had a 

subgroup size of 64. The control limits for these points are .3081 and .0276. 

The chart in Figure 3.12 shows several points above the upper control 

limit. These correspond to subgroups 19, 23, 27, 31, 35, 37, and 39. In 

addition, the p value for subgroup 20 is below the lower control limit. Since all 

of the points above the upper control limit are for subgroups of "end" crusts, it 

appears that "end" crusts are inconsistent when evaluated against "middle" 

crusts, or, in other words that the "end" crusts tend to have larger nonconforming 

rates then "middle" crusts. The strategy used for detecting this difference is 

worth reviewing, as it provides a good introduction to using control charts for 

process study. A possible source of variation in nonconforming crusts was 

identified as due to tin position. In order to investigate this suspicion a 

subgrouping strategy was used which consisted of "end" crusts in some 

subgroups and "middle" crusts in others. When the points associated with the 

"end" crusts appear to be out of control then there is evidence to believe that the 

special cause acting is in some fashion connected with "end" crusts. 

3.8 Detecting Non-random Patterns on Control Charts 

In the previous section a control chart which contained subgroups of both 

"end" and "middle" crusts was constructed. Since the chart indicated a higher 
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nonconforming rate among ·end· crusts, it is necessary to construct separate 

control charts for the two types of crusts. Clearly, future work to improve the 

crust formation will involve understanding why more nonconforming crusts are 

produced on the ends rather than at the middle. Yet how this work proceeds 

should depend on whether the number of nonconforming crusts when 

considered separately by type are stable over time or not If, for example, the 

number of nonconforming ·encr crusts are out-of-control, then work would 

proceed by attempting to identify those sources which may be present at some 

times and not others and thus resL: :t in inconsistent levels of nonconftJrming 

crusts. On the other hand, if the process producing ·end"' crusts appears Slable, 

work would proceed in a different fashion. Then it would be ner-~ssary to 

consider how to discover and study the effects of those common cause sources 

which are present throughout the production of ·encr crusts. • 

Figure 3.13 and 3.14 contain p charts of the fraction nonconforming ·end· 

crusts and ·middle· crusts. respectively. It is left to the reader to verify that the 

center line and control limits on these charts are correct. The behavior of the 

chart in Figure 3.13 should be rioted. It appears as though the number of 

nonconforming ·end· crusts is increasing over time since there are many points 

below the center line on the left of the chart and more above the line on the right 

side which corresponds to later time periods. The runs test referred to in 

Chapter a should be used at this stage to make a decision about whether this 

suspicious beha.vior is evidence of nonrandom behavior. Since there is a run of 

nine points (points 1 through nine, in fact) below the center line, there appears 

to be a tendency for the number of nonconforming ·end· crusts to increase over 

time. Efforts should now be made to attempt to identify the cause or causes 

which are acting to produce the effect of an increasing trend in the number of 

nonconforming pie cru;>ts. Of course, nothing on the chart indicates why the 

perceived systematic pattern occurred. The ability, or •tuck: in identifying SLiCh 

causes will in part depend o .. the observation powers of manager, technical 

people, and operators and their ability to correlate these observations with how 

the process work is performed. 

3.9 Studying Cause and Effect Relationships 

The ability to detect special causes is enhanced by having more than just 

operational level people performing data collection as well as by collecting 
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additionai information from the process. Noting on the chart such things as 

changes in material. changes in operators, line shut downs, etc. may provide 

some guidance in searching for special causes. Of course such possible 

causes will only be noted if thought is given before the data is collected to those 

process factors which might have some effect on the output Although 

development of a complete list of possible causes for variation or unacceptable 

results prior to data collection may be unlikely, the exercise of doing preliminary 

cause and effect analysis will markedly increase the chance of successfully 

identifying causes. The c.ollective knowledge of all people who work in some 

way with the process is invaluable in the attempt to identify causes. 

Previous work on the pie crust process had suggested some possible 

causes for the gradual increase in the number of nonconforming ·end· crusts 

throughout the day on which the above data were collected. Two of these 

suggested causes were: 

1. Changing environmental conditions. At the start of the day, the 

• 

moisture level in the dough is set by adjusting the rates at which dry and liquid 

ingredients flow into the mixing vat The moisture level is thought to be critical 

as dough that is too dry will tear easily. However, as the temperature and 

humidity in the plant change throughout the day, the set-up rates may not 

maintain the moisture level appropriately. Other data sets, collected daily, might 

provide information on this speculation. 

2. Recycling of excess and scrap dough. The operation of cutting the 

dough to fit the tins in which thr:y're molded generates a certain amount of scrap 

dough. Current practice has this dough being returned to the mixture from 

which other pie crusts are then rolled. Additionally, dough from nonconforming 

pie crusts is also returned to the mixture. There was some concern that this 

practice might cause deterioration c.f the dough t!iroughout the day, resulting in 

increased numbers of nonconforming "end" crusts. 

Although these two causes were identified as possible reasons for the 

trend in nonconforming pie crusts, it was not clear whether either one of them 

was actuall~ acting to produce the trend noted. Since the next step in the work 

to understand the process would be to study the effect of these causes, 

additional time could usefully be spent trying to identify other possible reasons 

for the observed increase in nonconforming crusts. Armed with the knowledge 

of the existence of a trend, other pos~lble causes may be suggested. In fact, 

identifying additional possible causes may help in the study of ones already 
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identified. For example, it might be decided to study the effect of recycling of 

dough by discontinuing this practice and watching to see whether the trend 

persists. It might then be the case that no trend is observed and this change is 

attributed to the discontinuing of the recycling. However, if on the days when 

the study was conducted, the ambient temperature and humidity stayed fairly 

constant. then the conclusion that the change in the process was due to 

discontinuing the recycling is now brought into question. Studying the 

cessation of recycling under a variety of temperature and humidity conditions is 

now indicated. Thus, identifying other possible causes for the trend would be 

useful for identifying those sets of conditions over which the process should be 

observed in order to better understand the process. 

The approach which the team studying the pie crust line took to study the 

trend in nonconforming ·end" crusts was to gather several days of data from the 

line before the recycling was stopped. Although the environmental conditions 

were not controlled, the changes in the temperature and humidity were noted 

throughout the day. These same conditions were also noted on several 

successive days on which the recycling was discontinued. The data on ·end" 

crusts in Table 3.4 were gathered on one of the days on which the recycling 

was discontinued. (The data came from the same pie crust line and was 

collected in the same fashion as the data in Table 3.3.) Although the 

information is not reproduced here, the temperature and humidity were judged 

to change in a fashion similar to the earlier days when a trend in the process 

was again noted. Figure 3.15 contains an np chart of the data from Table 3.4. It 

is left for the reader to check that the center line and control limits given in this 

chart are correct. In addition, the reader will want to verify the fact that an 

application of the runs tests indicates that there is no evidence of a trend in 

these data. 

The fact that no trend was noted on the chart in Figure 3.15 supports the 

assumption that the recycling of the dough causes an increase in the number of 

nonconforming "end" crusts. This result raises the question about what can and 

should be done with this information. Two issues should be raised at this point: 

Issue 1 : What kind of confirmation work needs to be done on this recycling 

study? 

The issue of performing confirmation studies is important not only in the 

present context, but is a recurring issue in much of the work directed at 

22 



continual improvement of a process. Confirmation studies are studies which 

are performed repeatedly under a variety of conditions to determine if the 

improvements noted in earlier studies are maintained under a variety of 

conditions. Too often an effect which is noted at one point in time, such as the 

reduction in nonconforming crusts when recycling is halted, may not reoccur in 

later studies. It sometimes happens that the increased focus on a particular 

area results in improvements in that area. improvements which may not be 

sustained after attention is directed somewhere else. These improvements may 

be incorrectly attributed to some change made to the process rather than to the 

increased attention. This type of incorrect attribution may be avoided by 

performing confirmation studies. In addition, it was earlier mentioned that other 

causes may be acting on the pie crust line to cause a trend in the number of 

nonconforming ·end" crusts. If all such causes are not understood, and surely .. 
they won't be. then the improvement noted may have been due to one of these 

less understood causes. Just as confirmation studies will help detect 

improvements that come simply from increased attention to a process. they will 

also be useful in determining if an improvement occurred for some reason other 

than the one originally proposed. If confirmation studies conducted under a 

variety of conditions don't show that the same level of improvement can be 

maintained by the proposed change, then additional work to identify other 

causes which may be acting would be indicated. In the present example on the 

pie crust line. confirmation studies might consist of continuing to collect data 

over a larger span of time which should include a greater variety of operating 

conditions as well as performing similar studies on other shifts and other lir.es to 

determine if the recycling is actually responsible for an increasing level of 

nonconforming pie crusts. 

Issue 2: What kind of process improvements are indicated in view of the fact 

that stopping the recycling meant that the number of nonconforming crusts did 

not increase throughout the shift observed? 

The answer to the above question will depend on the further study of the 

process which is now indicated. Some of the points to be considered would be: 

What is there about the returned dough that contributes to the problem? 

How much dough is currently being recycled and at what rate is it 

recycled? 

Why was recycling performed? Was it a cost saving measure or a way of 

improving the scheduling of the operation? 
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Can the recycled dough be reconstituted? 

What are the effects of recycling on other dough characteristics such as 

taste and texture of the dough? 

Would the same type of improvement in the process occur if the amount 

of recycling were reduced but not stopped? 

The above questions ask about technical process knowledge, the current 

operating procedures of the process, and the basis for the decisions made 

about the management of the process. The wide range of technical expertise 

and management responsibility necessary to direct and evaluate the work on 

these questions demands that management lead these efforts. 

3.10 Supporting ideas for the effective use of p and np charts 

The ideas discussed in this session are intended to provide the reader 
• 

with some thoughts on how the use of charts, and p and np charts in particular. 

can be most effectively integrated into a program for continually improving the 

activities of a business system. These ideas should be read as suggestions for 

serious consideration. rather than as rules not to be broken. Clearly there will 

be situations where the suggestions can not or should not be applied. 

However, it is vital that the practioner go through the exercise of understanding 

as much as possible about a process before collecting data and in making 

appropriate decisions about how information should be collected on the 

process. Thus. the practioner will have a clear idea of the value and the 

limitations of the information gained from the use of charts for process study. 

[dsa ~: A process flow diagram should be in place. 

Before a set of data is collected for process study, the process needs to 

be understood in terms of how it affects and is affected by the larger processes 

and systems of which the process under study is a part. This activity is 

particularly important for those at management levels who set the priority for the 

process study. Diffeient alternatives for process improvement may result from 

the investigation and the process flow diagram will aid in the determination of 

whether proposed improvements are consistent with other priorities. 

Furthn.rmore, potential process improvements will have to be evaluated in terms 
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of their impact on other aspects of the process. as it is necessary not to 

introduce larger problems in other aspects of the process as a result of any 

currently proposed improvement. 

In view of the above comments about the role of the process flow 

diagram, it should be clear that a diagram which simply lists the order in which 

operations are intended to occur in the process is insufficient. The flow chart 

should describe how the process currently operates. Even if a flow chart exists 

when attention is being focused on the process. the chart will most likely need 

to be revised and updated. 

!dsa 2: An operational definition of the specifications, characteristics, or other 

attributes under study should be in place. 

.. 
A number of benefits accrue if managers. at appropriate levels, are 

involved in selecting and defining those characteristics to be measured. One 

such benefit is that the value of studying these characteristics exists because 

management has set the priority for studying them based on known information 

about attributes necessary to deliver customer value. The team working on the 

process is also strengthened when members understand why the operational 

definition and its consistant application is important. In addition, the validity of 

the measurements and the reliability of outcome descriptions, conclusions, and 

recommendations are all strengthened if the management group has thought 

far enough ahead to assure themselves that training in these matters has been 

addressed. 

Procedures should be in place to update or revise the definitions and 

specification as product is changed to meet different customer requirements. As 

customer response, in terms of changing exp.~ctations or better information, is 

evaluated, the need to revise definitions and standards should be considered 

and steps taken to assure that operational definitions are revised to reflect these 

changes. Operational definitions will need to be checked and tested on a 

regular basis and verification provided that inspection is being properly arid 

consistently performed by the different shifts and departments involved. 

Proper attention to operational definitions is vital. If inspection 

procedures are inconsistently applied or if records are inexact or incomplete. 

then nothing useful can come from the application of a p chart. 
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::sa ~: Plans for using the various types of information gained from a p chart 

should be in place. 

The management and supervisory direction necessary to work on 

identifying, understanding, and preventing special causes must be in place. 

Without this direction, it will almost surely be the case that fundamental, or root, 

causes do not get addressed. "Band-aid" problem fixing, based upon restricted 

resources and, perhaps limited understanding of the technolopical aspects of 

the special causes are then the likely result. Management will need to J?Lit in 

place plans for systematic study of the process. For example, a suspect list of 

"special causes" could be built and effort directed towards understanding these. 

Individuals to be involved in the work should also be identified by management. 

In selecting these individuals management will need to consider what kinds ot. 

authority, responsibility, skills, and knowledge will be needed. In addition, the 

types of problems which may be identified by this work and the selection and 

implementation of solutions will require that departmental and functional 

representation be considered in selecting the individuals to be involved in the 

work. 

The importance of the above advice regarding management's 

involvement becomes crucial when one considers the fact that what may be 

identified as a "special" cause at a micro level in the process is actually a 

common cause in a larger, more complicated management of engineering 

system. For example, a special cause may be identified as a "maintenance" 

problem when, in fact, there is a system issue which limits correct and 

consistent maintenance practices in various ways. As another example, an 

untrained operator or supervisor indicates a larger training and educational 

issue. 

Other elements of a plan for process study should consider the cause­

and-effect relationships of the characteristic under study. Since the purpJse of 

the work is to improve the process, bringing a process into stable operation is 

only the first step. Subgroup formation and sample frequency need to be 

considered in light of the intent to understand cause-and-effect relationships. 

This approach will require knowledge as to how a p-chart is used to delineate 

the variation within and between subgroups. This knowledge will need to be 
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correlated with insight into how a process operates and with what sources of 

variation the work team wants or needs to address. 

~dsa /...: P-charts will be most effective for process study if fraction 

nonconforming for only one specification, standard, or nonconformity is 

included on a chart. 

A fundamental mistake is often made in resource allocation and 

expenditure when managers or work teams proceed by reporting on numerous 

specifications or characteristics on one chart. In terms of time, effort and other 

resources, data collection and basic "charting" is by far the least expensive. 

Problem identification, determination of causes, and testing and implementing 

solutions is the more greedy absorber of resources. In an attempt to make lif~ 

easier, managers will often direct the construction of a few charts with multip!e 

characteristics on a single chart. However, when many types of nonconforming 

attributes are included on a single chart, the usefulness of the chart for gaining 

process knowledge is severely limited. Increasing of decreasing trends in the 

fraction nonconforming for one characteristic may be disguised or offset by 

contrary movements in other other characteristics. Furthermore, values for 

fraction nonconforming indicating the presence of special causes are not easily 

understood or interpreted in terms of the process because the v=.lue itself does 

not provide a reason for the rejection in that subgroup or subgroups. Numerous 

common cause systems and various types of special causes may be active but 

the chart will provide little information about any one of these. With multiple 

characteristics on one chart, the time spent on inspection and data collection 

efforts will most likely be wasted since the form of data presentation does not 

aid in problem identification, hides problems, and disguises opportunities to 

learn about underlying common anC: special cause systems. 

There are surely exceptions to the above policy. For example, before 

one can begin to select opportunities for improving process or product, one 

must have an idea of what typical problems might be occurring and with what 

relative frequency they occur. A p-chart which includes all types of 

nonconforming attributes may be constructed to report on the current state of a 

process. A Pareto chart may be used to support this initial investigation in order 

to communicate some of the larger problems. Of course judgment will have to 
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be used in the priorities which may be set from this work. The severity of 

respective problems will have to be questioned, their impact considered from 

the customer's viewpoint, and their possible long run nature evaluated. 

fdsa 5: Where technically and economically feasible, inspection for the 

purposes of process and product improvement should be converted to a 
variables format. 

Sometimes work on quality and productivity depends on making a 

measurement, comparing it to specifications, and then recording ·conforming" 

or ·nonconforming" as the response. In such instances valuable information is 

discarded. Although the p chart does provide information about an inability to 

• meet specifications, the information is too vague for work on process 

improvement; there is no clue as to whether the problem is in too much 

variation, an inconect average, or in both characteristics. Evaluatin~ process 

performance will require working on the sources of variation in the , 

measurements, information which is not available when only confo~ance to 
specifications is recorded. 
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1 _ At a food packaging plant, a recent increase in the number of customer claims 
concerning defective cans ha5 prompted your investigaticn into the situation. An 
initial concern was whether or not the inspection process is stable and predictable. 
You have been informed that opHational definitions have been developed and an 
inspection training program has been implemented in the recent past. Assuming, 
therefore. that the inspection process is consistent, your attention turned to the 
packaging process. Knowing that the sealed metal containers pass through a final 
inspection. where they are checked for proper can height, label application, 
vacuum. and other surface characteristics, you have requested data on the 
proportion of defective cans found in final inspection. You are provided with the 
following: 

.003 

.005 

.001 

FRACTIONS OF DEFECTS IN 22 SAMPLES OF 1000 CANS EACH 
(Total# of Defective Units= 67) 

.004 .008 .006 .003 .006 .004 .006 .002 

.004 .003 .004 .001 .002 .001 .002 .000 

.001 .000 .001 ·-
a. Construct an appropriate control chart for the data. 
t. Comment on the manner in which these data were obtained. 
c. In order to determine the current status of the process and to analyze the possible 

causes for the increase in defective cans. what will be your next course of action? 

Fraction Defective Cans in Samples 
of size 1 , 000 
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2. The Shift 2 supervisor has expressed his belief that the number of defective cans are higher in 
Shift 1 than in his own shift. In order to check this daim, you request that. on each of 26 
successive shifts. 700 cans are to be inspected, and the number of defective cans in each 
sample recorded. You are later presented with the following data and control chart: 

Sample 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1 
12 
13 

UCL = 6.47 
np 

Shift # Defective Sample Shift # Detective 

1 4 14 2 2 
2 0 15 1 1 
1 2 16 2 2 
2 1 17 1 3 
1 3 18 2 •. 3 

2 1 19 1 2 
1 2 20 2 4 
2 0 21 1 2 
1 2 22 2 3 
2 0 23 1 3 
1 2 24 2 1 

2 1 25 1 2 
1 7 26 2 2 

2 4 6 8 10 12 14 , 6 , 8 20 22 24 26 28 30 32 34 36 38 40 

SAMPLE NUMBER 



2 con·t. 

10.0 

7.5 

5.0 

2.5 

3 

1 

a. Based en yOui analysis of this chart. what would your conclusions be 
concerning the stability of the process? 

b. Construct separate sets of control charts for the 2 different shifts. 
c. As a manager, how would you respond to the Sf'lift 2 supervisor's claim? 
d. Are there any reasons that make you skeptical about the data and, 

consequently, about the information provided in these control charts? 

... -

Number of Defective Cans - Shift 1 
{Sample Size = 700) 
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3. In an assessment services company. customized assessment instruments and plans are 
developed. Of great concern to the project leaders is the large proportion of rework 
required due to customer complaints. 16 projects are examined each week for 25 weeks. 
The number of projects in each week which required rework are: 

Number of Projects Number of Projects 
Week Requiring Rework Week Requiring Rework 

1 1 14 2 
2 3 15 3 
3 5 16 5 
4 0 17 0 
5 6 18 3 
6 2 19 4 
-. 4 20 5 I 

8 1 21 6 .. 
9 0 22 2 

1 0 3 23 3 
1 1 5 24 1 
12 4 25 2 
13 4 Total 74 

a. If a p-chart were constructed from these data, what would be the centerline and 
control limits ior the cnart? 

b. Deciding to focus on the types of errors that cause the rework requirements. the 
rejected projects were broken down by the causes of rework. Perform a Pareto 
Analysis to help identify the major causes. 

Reason Number 

Data Entry 13 
Coding 8 
Print 7 
Scheduling 9 
Copy 21 
Compiling 9 
Other 7 

c. If the control chart had revealed that the process is out of control. what concerns might 
you have about ~he use of a Pareto Analysis to focus your improvement effort? 

d. A flow diagram of the process is provided for you on the following page. Make 
suggestions with regard to methods of sampling that would allow a team to focus their 
analysis on th& main causes of rework. 
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4. In your corr.pany. individual work center performance is measured on the basis of 
whether or not the processes are kept in control. After your area manufactures 
crankshafts. they are sent to the line where they are used in engine assemblies. 
Due to several complaints you have received from the line cancer. ing defective 
crankshafts. you decide to investigate your process for control through use of a 
control chart. The data are obtained by 100% visual inspection of 24 lots of varying 
sizes. Out of a total of 5544 crankshafts inspected, 367 of the units are found to be 
nonconforming. Data for two particular points on the chart are given below 

Lot 
22 
23 

Lot Size 
200 
275 

Number Nonconforming 
23 

5 

a. Calculate the values which would be plotted on the control chart and the control 
limits for these two lots. 

b. Discuss the impacts that methods of performance appraisal can have on the use of 
data to improve systems. ... 

5. A manufacturer is making an effort to reduce the fraction defective of his products. 
Machine 75 appears to be operating in control at an average fraction defective of 
0.10. Just before sample number 42 was taken. a part on a sensitive location of the 
machine was replaced. The following sample results had been obtained before and 
after the part replacement: 

Samgle Number Number lnsgected Number Rejected 

40 49 10 
41 225 25 
42 100 15 
43 100 20 
44 225 45 
45 225 29 

Did the replacement of the part have any real effect on the working of the machine, 

and if so. what? 



TABLE 3.2 
Number of nonconforming crusts in four 

consecutive cycles of 24 crusts 

Number in Number 
~ Time subgroup NQncQnfQrming 

11-08 8:00 a 96 15 
9:00 a 96 1 6 

10:00 a 96 17 
11 :00 a 96 20 
12:00 a 96 12 

1:00 p 96 1 9 
2:00 p 96 13 

11-09 8:00 a 96 1 8 
Si:OO a 96 27 ... 

10:00 a 96 1 6 
11 :00 a 96 21 
12:00 a 96 22 
1:00 p 96 20 
2:00 p 96 1 9 

1 1-10 8:00 a 96 9 
9:00 a 96 14 

10:00 a 96 1 8 
11 :00 a 96 23 
12:00 a 96 19 

1:00 p 96 12 
2:00 p 96 1 3 

1 1 - 1 1 8:00 a 96 1 5 
9:00 a 96 1 6 

10:00 a 96 1 8 
11 :00 a 96 1 8 
12:00 a 96 1 6 

1:00 p 96 12 
2:0C p 96 1 6 

1 1 - 1 2 8:00 a 96 1 1 
9:00 a 96 1 7 

10:00 a 96 1 1 
11 :00 a 96 1 8 
12:00 a 96 1 5 
1:00 p 96 I 4 
2:00 p 96 1.2 

579 



Table 3.3 

Number of nonconforming end crusts and middle crusts 

in four consecutive cyles 

Suberoup n np p Suberoup n np p 

1 32 9 .281 2 64 2 .031 
3 32 10 .313 4 64 9 .141 
5 32 8 .250 6 64 5 .078.-
7 32 9 .281 8 64 4 .063 
9 32 8 .250 10 64 9 .141 

I 1 32 6 .188 12 64 9 .141 
I 3 32 7 .219 14 64 6 .094 
1 5 32 9 .281 1 6 64 6 .094 
I 7 32 10 .313 1 8 64 6 .094 
I 9 32 I 2 .375 20 64 1 .016 
2 1 32 1 1 .344 22 64 7 .109 
23 32 1 2 .375 24 64 5 .078 
25 32 IO .3 I 3 26 64 7 .109 
27 32 1 4 .438 28 64 3 .047 
29 32 10 .313 30 64 7 .109 
3 1 32 1 3 .406 32 64 2 .031 
33 32 IO .313 34 64 8 .125 
35 32 1 3 . .406 36 64 6 .094 
37 32 14 .438 38 64 5 .078 
39 32 u .406 40 64 1 .109 

208 114 
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Chapter 4 

Control Charts for Attributes Data 
c and u Charts 

There are situations in which ongoing process data consist of counts 

other than the type discus~ed in the previous chapter. Data are collected and 

recorded on the number of individual flaws or defects found in a single item or 

collection of items of product, such as the number of surface flaws on a sheet or 
.. 

several sheets of material, or the number of impurities found !n a volume of 

cc..ntinuously manufactured or batch-produced product. These counts are 

different from those analyzed by a p or np chart because they arise by counting 

occurrences of some type rather than by classifying each item of product into 

one of two categories, acceptable or unacceptable. Counts of occurrences 01. 

events in time are also collected in business environments. For example, 

counts of the number of service or transmission interruptions. the number of 

production line stops, the number of accidents. the number of calls for service. 

the number of customer complaints are duly recorded and counted. All of these 

kinds of counts exhibit variation over time and conditions which can be studied 

to provide information about process and system behavior over time and 

conditions and to provide g~idance on possible actions and the effect of these 

actions taken to improve process or system performance. 

For man1 processes on which such count data are collected, stable 

behavior of the process over time and conditions would indicate that the data 

should be in control when judged by a c or u chart. And, of course, an out of 

control condition on one of the charts indicates some type of instability. This 

chapter will first describe those situations where the use of the c chart or the u 

chart is appropriate. Subsequently, examples illustrating the construction of 

these charts will be given. The later part of the chapter will be devoted to 

illustrating the use of c charts and u charts for process study and improvement. 

4.1 Description of attributes data requiring the use of c or u charts 

Counts of occurrences of events in timo or of nonconformities on a unit of 

material often can be analyzed by the use of c or u charts. Whether such an 

analysis is appropriate depends on the manner in which such occurrences 
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might happen if only random or common cause sources of variation were 

present. The four criteria listed below summarize what must be true about the 

nature of the occurrences of events or nonconformities if analysis by a c or u 

chart is to be used. The examples which follow illustrate further the use of these 

criteria. 

The type of situation for which random behavior is characterized by the 

upper and lower control limits on a c or u chart is when counts of occurrences 

meet the following criteria: 

Criteria 1 : The counts are independent of each other. 

Criteria 2: The number of possible occurrences is large. 

Criteria 3: The chance of an occurrence at any one time or place is 

small. 

Criteria 4: The expected number of occurrences is proportional to the 

amount of time or material which is included in an inspection 

unit. 

The study of counts of flaws on sheets of manufactured materials 

provides an illustration of the application of the above four criteria. For 

example. in the manufacture of aluminum cans it is critical that there not be any 

holes in the aluminum prior to manufacture. At one plant where aluminum cans 

are manufactured, past experience has shown that large holes do not appear in 

the aluminum sheets received from the supplier of aluminum, but that pin holes 

occasionally occur. The aluminum is thus 100% inspected prior to use for can 

manufacture and the number of pin holes found in a sheet of aluminum is 

counted. The use of a c or u chart to understand the behavior of the process 

which makes aluminum involves considering the anticipated behavior ot the 

occurrence of pin-holes if only common cause sources of variation were 

present. The presence of only common cause sources of variation in this case 

would mean that one would expect to see pin holes scattered in a random 

fashion on the sheet of aluminum. If some special cause were active, this might 

have the impact of isolating the pin holes to possibly one area of the sheet of 

aluminum. If pin holes did tend to occur in such clusters. then the detection of a 
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pin hole at one position would make the possibility of others in the vicinity of that 

position quite likely. Criteria one for using a c or u chart captures the idea of this 

t~pe of random behavior. If only common cause sources of variation are 

present, then the occurrence or n~>n-occurrence of a pin hole at a particular 

location is independent of knowing whether other pin holes have occurred in 

the vicinity. Instead, pin holes would tend to be randomly scattered across the 

sheet. 

If one considered a sheet of aluminum and thought about the number of 

possible places a pin hole could occur, it is easy to see :hat criteria two would 

be met. In fact. if a sheet of aluminum was subdivided into many pieces. each 

one of these pieces might possibly contain a pin hole. However, on every one 

of these pieces surely there would not actually be a pin hole. hence criteria 3 

would be met. The important concept in these two criteria (criteria two and .. 
three) is that there exists a large opportunity for pin holes. although the 

anticipated number would generally be fairly small. 

If the sheet of aluminum were to be divided in half, the anticipated 

number of occurrences of pin holes on one half would be the same as the other. 

Or if two sheets of aluminum were inspected, about twice as many pin holes 

would be anticipated than if only one sheet were inspected. This is the idea 

behind criteria four. The number of anticipated or expected pin holes is 

proportional to the amount of aluminum which is inspected. Of course. the 

consistency of the number of anticipated pin holes from one sheet to the next 

describes the behavior one would expect to see if the process were stable over 

time. Departures from this behavior. as in observing a very large number on 

one sheet, would indicate the presence of a special cause. It would then be 

useful to direct attention towards identifying wh'-it different conditions. materials. 

etc. may have occurred to cause increased numbers of pin holes. 

Another situation where a c or u chart might be used is in counting the 

number of production line stops in, say, a shift. In the example of pin holes in 

aluminum, the unit of inspection was a sheet of aluminum. In the current 

example, the unit of inspection would be a unit of time, in particular, one shift. If 

the production line is shut down at planned intervals, say every four hours for a 

tool change. then using a c or u chart to summarize this information would not 

be appropriate nor useful. Instead, the c or u chart would be considered for 

studying such a situation when randomly occurring events are causing some 

difficulty which may result in stopping the production line. An example might be 
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in the production of paper where a number of different causes. maybe acting 

together or separateiy, re~;ult in breaks in the paper. The times at which breaks 

might occur cannot be pre1jicted. but rather occur at random. The four criteria 

listed for the use of c or u chart would then be used as an attempt to describe 

stable behavior for occurrence of breaks. 

The four criteria for using c and u charts can again be examined as an 

aid to understanding how these charts can be used for process study when 

occurrences of events are being counted and a unit of time is the inspection 

unit. Criteria one stated that the counts of occurrences should be independent. 

In the present situation. this would imply that if one prod~ction stop occurred. it 

would not mean that one or more production stops are more or less likely to 

occur in the near term. The next production stop would occur at random 

sometime in the future, with the same chance of occurrence as if the previou•· 

one had not occurred. Now when considering the use of a c or u chart. a 

question about whether such an assumption is correct might be raised. This 

question might be posed as "Is it possible that production stops tend to occur in 

clusters when certain conditions are present?" Believing that such might ~ the 

case would not imply that a c or u chart should not be used. Rather, the c or u 

chart provides an objec.1ive method for studying the process to provide some 

guidance to the question posed. Limits on a c or u chart would indicate the 

number of occurrences that could be expected to occur if the process were 

behaving according to the given criteria. Unusual behavior on the chart, such 

as runs or points outside the limits. would indicate that nonrandom behavior. 

possibly of the kind posed by the question, was occurring. 

One could consider the applicability of criteria two and three in much the 

same way as done for examining pin holes in aluminum. If the unit of inspection 

for line stops was. say, a shift, one could think of dividing the shift into many 

small increments of time, maybe into seconds. A stop might occur in any one of 

these many small time increments. Thus the number of occurrences is possibly 

very large. However, the chance of seeing an occurrence at a large number of 

these time increments is very small; most of the time increments will not contain 

a line stop. Criteria four states that the expected number of occurrences is 

proportional to the amount of time which is included in an inspection unit. It will 

often require careful consideration of how to collect data on a process to see 

that this criteria is reasonably well met. For example. in collecting data on the 

number of line stops. it might be the case that when the production line stops it 
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might be down for as long as an hour or two. If such were the case. ii might not 

be reasonable to have the unit of time over which production line stops are 

cour.ted be an eight-hour shift. Instead. a more appropriate unit of time for 

analysis might be one that corresponded to actual running time of the 
equipment 

4.2 Construction of c charts 

Both c and u charts a!'e used to examine the stability of a process over 

time when the information collected on the process is in terms of counts of 

occurrences. The c chart is used to study the CtJunts of occurrences when the 

amount of time or material inspected at any ont? t!me remains the same over the 

course of the study. H the counts of occurrence are made on varying sizes of •. 

units of inspection. then au chart is used. The data in Table 4.1 provide an 

e>tample of a situation in which the amount of material inspected stays constant 

over the course of the study. The data in this table arose from counting the 

number of pin holes in each of 20 subgroups. Each subgroup was formed by 

inspecting 10 rolls of aluminum from a shipment received from a supplier. Each 

of the rolls of aluminum had the sarr.e number of feet per roll, so for each 

subgroup (for each ten rolls inspected,) the amount of material inspected stayed 

the same. The letter, c. will be used to denote the number of nonconformities in 
each subgroup. 

Notation 

k will denote the number of subgroups 

c will denote the number of nonconformities in each subgroup 

4.2.1 Calculating the center line and control limits for a c chart 

As in the construction of a p chart. the construction of a c chart begins 

with plotting the daia. With a c chart, the points plotted are the e's. or in other 
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words. the ccunts of nonconformities. Figure 4.1 is the plot constructed from 

plotting the number of pin holes in the ten rolls for each of the 20 subgroups. 

The horizontal axis corresponds to the subgroup number and the vertical axis to 

the count of pin holes. The •ime order represented uy the horizontal axis 

corresponds to the listing given in Table 4.1 of the subgroups. The subgroups 

match with the time at which the shipments were received; subgroup 1 

corresponds to the inspection of a shipment which arrived at the plant prior to 

the material inspected for subgroup 2, etc. It should be noted, though, that it is 

not known by the plant whether the timing at which the shipments were received 

correlates to the timing of manufacture. 

The center line on a c chart represents the average number of 

nonconformities per inspection unit. Since the number of inspection units on a 

c chart is the same as the number of subgroups. the average. c . is s!mply the_. 

total number of nonconformities found divided by the number of subgroups. 

_ total number of nonconformities 
c= 

total number of units inspected 

For the data in Table 4.1, there was a tot31of460 pin holes in the 20 subgroups, 

so that: 

c = 460 
= 23 

20 

This value of c has been used to place the center line drawn on the c chart in 
Figure 4.1. 

The upper and lower control limits for the c chart define the amount of 

variation that might be expected in the recorded nonconformities if only 

common cause sources of variation are present. Stated differently. the control 

limits describe the amount of variation one would expect the recorded e's to 

exhibit if the process were subject to the kind of random behavior captured by 

criteria one th.-ough four of Section 4.1. The formulas used t<' ~alculate the 

upper and low£r control limits are, respectively: 
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FIGURE 4.1 
PLOT OF NUMBER OF PIN HOLES IN TEN ROLLS FOR EACH OF 20 SUBGROUPS 
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L'CL, = c + 3-Jf 

LCL = c-3../c c 

where c is the average number of nonconformities. For the data on pin holes 
the upper control limit is found to be: 

UCL, = 23 + J.ffj = 37.39 

The calculations for the lower control limits are: 

LCLC =23-3v'23=8.6J 

Figure 4.2 displays the completed control chart. Because there are no points on 

or outside the control limits or any trends in the plotted points. the compieted 

chart shows no indication of a special cause operating. It would appear that the 

occurrence of pin holes in the aluminum appear in a random fashion over time. 

One subgroup of 10 rolls does not have a significantly higher or lower number 

of pin holes to indicate that the process may have been behaving differently 
when those rolls were made. 
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4 2_2 SL'mmary 

Construction of c charts 

k denotes the number of subgroups 

(k will be the same as the number of inspection units) 

1. The number of nonconformities Jn each inspection unit (in 

other words. in each subgroup) is counted_ The letter c refers to 

the number of nonconformities in an inspection unit. These c 

values are plotted on the c chart. 

2. Calculate the center line on the chart as: 

_ total number of nonconfonnities 
c= 

total number of units inspected 

3. Calculate the control limits as: 

UCL< = c + 3../f 

LCL = c-3../f c 
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4.3 Comparing Processes 

The previous example about counting pin holes in rolls of aluminum was 

generated by a company which buys aluminum rolls in order to produce 

aluminum cans. The number of pir holes is of concern to the company since 

portions of aluminum which contain holes need to be removed before the 

aluminum is cut into pieces to form cans. Since the c chart showed that the 

process appears to be consistent. the value of c . 23, provides an estimate of 

the average number of pin holes one would expect to see in ten rolls of 

aluminum. The plant which was collecting these data felt that an average of 23 

per ten rolls (or 2.3 per roll) was too high a m.•mber of pin holes. A series of 

conversations with the supplier of aluminum was begun in order to 

communicate the findings of the previous study and to solicit the vendor's hejp 

in addressing the issue of reducing pin holes in aluminum. 

The supplier of the equipment was surprised by the average number of 

pin holes being reported by the manufacturer of cans. Ongoing inspection at 

their plant revealed a considerably lower number of heiles per roll. Inspection 
' techniques by the two sites were different; different equ~pment was used by the 

two groups to count pin holes. In addition, the number of pin holes at the 
' supplier's plant were counted prior to rolling the alumin1,1m and at the can 

manufacturer after rolling. Thus. it was felt that there was the possibility that pin 
' 

holes were being formed during the rolling or unrolling of the aluminum. In 

order to better understand if any discrepancies existed i:n the counting of pin 

holes and as a prelude to identifying how to rectify both ,the differences ir. 

counts as well as the magnitude of counts. the two groups proposed the 

following study. The supplier of aluminum agreed to count the number of pin 

holes in 1 O rolls of aluminum in each shipment. These ten rolls would be 

tagged. As they were unwound by the can manufacturer. the number of pin 

holes would again be counted by the can manufacturer.: Table 4.2 captures the 

counts of nonconformities by the aluminum supplier as well as by the 

manufacturer for 10 shipments of aluminum. 

There are several ways that one might choose to 'examine the data of 

Table 4.2. However. since the initial question raised w~s whether consistent 

counts were being g9nerated by the two groups counting pin holes. it would 
' 

seem appropriate to first look at a plot of the data of Table 4.2 to determine if 

any inco:1~istenc1es in counts by the two groups are app'arent. Figure 4.3 is a 
' 
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plot of the c·s (the number er p:~ holes) from Table 4.2. The data have been 

plotted by first plotting the re~ults from the supplier then the results found by the 

can manufacturer. If the center line and control limits are based on the twenty 

subgroups of Table 4.2. it is let: to the reader to verify that the center line for the 

control chart will be 19.3 and the upper and lower control limits. respectively will 

be 32.5 and 6.1. An examination of Figure 4.3 shows that the last nine of the 1 o 
subgroups from the supplier all fall below the center line, a condition which fails 

the rule of seven described in chapter 3. Thus. it would appear that the counts 

obtained by the supplier are lower than those obtained by the manufacturer. 

The reason for this discrepancy will of course require further investigation. It is 

possible that the equipment used by the two groups results in widely differing 

counts. counts different enough to generate the discrepancies seen on the c 

chart of Figure 4.3. However. there is also the possibility that the rolling of th~ 

aluminum by the supplier, or something in the shipping process. or the unrolling 

by the can manufacturer generates additional pin holes which are then counted 

by the can manufacturer. These questions remain to be investigated by the two 

groups. 

As an aid to this investigation. it will be useful to examine the data 

generateo by the supplier; in other words to plot only the 1 O subgroups 

generated by the supplier to see whether the process appearc stable. An 

examination of this plot will reveal whether the process supplying the aluminum 

to be rolled is stable. Investigation of the inspection and rolling processes 

subsequent to the counts made by the supplier will rely on the information 

discovered here. In addition, the supplier is interested in reducing the number 

of pin holes found by the can manufacturer, so the nature of the process 

supplying aluminum to be rolled will be useful in directing the work prior to the 

rolling operation. If the ten subgroups of counts of nonconformities made by the 

supplier are plotted on a chart. as in Figure 4.4, the stability of the process prior 

to rolling can be determined. For this c chart the reader can verify that the 

center line is 15.2 with an upper and lower control limit of 26.9 and 3.5. 

respectively. Thus the process. as currently examined, for producing aluminum 

appears to be operating in a stable fashion. Reductions in the number of pin 

holes prior to rolling will proceed by examining those sources of variation 

impacting the manufacture of each shipment of aluminum. At this point in the 

investigation. a cause and effect diagram would be useful for listing those 

sources which may be active to produce pin holes. Techniques for studying the 
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effect of these sources. maybe like those used for understanding possible 

discrepancies in counts by supplier and manufacturer. can be employed once 

such a list of causes is available. 

4.4 Construction of u charts 

As with c charts, u charts are used to understand process behavior when 

the data collected on the process are counts of occurrences. The distinguishing 

feature of u charts is that they are used when the amount of material or the unit 

of time which forms a subgroup varies from one subgroup to the next. The 

example on occurrence of temperature excursions which follows will serve to 

illustrate when and why a u chart is appropriate and how to construct this type 
chart. .. 

A chemical firm p:"oduces many of its products in batches. A recent focus 

of work at one site of the company was to begin understanding how well the 

temperature profile for these batch processes is managed and whether 

improvements in the management of these profiles promises improvement in 

} eld and throughput of the batch processes. As attention was directed to the 

issue of correct processing temperatures, it was realized by the work group that 

there was currently little knowledge about how well the currently stated 

temperatures were being managed. Thus initial efforts were directed at 

developing operational definitions for a maintained temperature profile and at 

gaining understanding of how well the profiles were maintained. 

The graph in Figure 4.5 illustrates what is mear.• "'~a temperature profile. 

The horizontal axis is the processing time in a tank for 011e stage of a batch 

process. Temperature is graphed on the vertical axis. One can see from the 

grapti that. for this stage of the batch process. the temperature in the tank is to 

be raised from 75 degrees to 150 degrees in the first hour of processing, 

maintained at 150 degrees for 6 hours, then cooled to 100 degrees over the 

next 2 hours. The information captured by this line as to correct temperature for 

batch operation is what is referred to as a temperature profile. It should be 

noted that the profile drawn for the rise during the first hour and the drop during 

the seventh and eighth hours is more explicit than what was stated by the batch 

protocol The protocol required a ~radual warming and drop in temperature, but 

the rate of these changes was not required tc: be lir.ear over time. However. in 

order to begin evaluating how well the protoco' was being followed, specific 
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descriptions of the manner in which these temperature changes should occ:.Jr 

was required as well as a definition of what constituted a significant deviation 

from protocol. Initially. a judgment by the chemists and technical staff was made 

to decide how far from the profile the temperature could wander before being 

labeled a temperature excursion. Figure 4.6 captures the type of limits drawn 

around a profile in order to define how close to the profile the temperature 

should be held. When the temperature falls above or below these limits. this 

phenomenon is labeled a temperature excursion. 

An initial study on temperature excursions was begun on one set of 

processing equipment. Over a three week perioc.i. data on the number of 

temperature excursions were collected. These data are summarized in Table 

4.3. The second column in Table 4.3 is labeled batch type. Since the 

processing equipment under study is used for producing several different typ~s 

of material, records of which batch was being produced have been kept. These 

r:fferent types of material have. of course, different temperature profiles which 

need to be maintained. These temperature profiles have varying levels for 

temperature and are of different duration. The third column in Table 4.3 

contains the duration in hours of the temperature profile. The number of 

temperature excursions throughout the recorded hours is given in the fourth 

column. 

These counts of number of temperature excursions provide an example 

of varying time units of inspection. Batch type C has 12 hours of processing 

time, whereas type B only has eight hours. Thus, there is a longer time period 

during which temperature excursions could occur with batch type C. Au chart 

will thus be the appropriate technique for studying the behavior of temperature 

excursions across the three week time period. The fifth column in Table 4.3 is 

labeled "u." The values in this column are the average number of exct• .. sions 

per hour. These were obtained by dividing the number of excursions bf the 

number of hours of operation. The u va.Jes could be interpreted as the average 

number of excursions per hour. One hour is referred to as an inspection unit. It 

is these values. the counts of occurrences pe:-- inspection unit, which will be 

plotted on the u chart. Figure 4. 7 is a plot of these values. The reader will note 

that instead of points, the letters which correspond to the type of batch have 

been plotted. 

The technique for constructing a u chart is summarized in the following 

paragraph 
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Construction of u charts 

c denotes the number of nonconformities in a subgroup 

n denotes the number of inspection units in a subgroup 

1. For each subgroup, calculate u, the number of nonconformities per 

inspection unit. 

2. Plot the u's on the control chart. 

c 
u=­

n 

3. The center line of the control chart, TI , is calculated by: 

_ total number of nonconformities 
u = -----------

mtal number of units inspected 

4. The upper and lower control limits for each ;J'.0tted u will depend on 

the number of inspection units used to calculate the value of u. The 

formulas for the upper and lower control limits are given by: 

Upper control limit: UCLu = ii+ 3 ,:~ 
'\'n 

E 
Lower control limit: LCLu =ii - 3 "V)!_ 

vn 

The center line fci' the u chart on temperature excursions is given by: 

TI = ~~ =. 3367 
196 
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The formulas for the upper and lower control limits of a u chart are a function of 

n. the number of inspectior. units in a subgroup. Of course, this value is different 

for each different subgroup. In Table 4.3, the third column, labeled "hours," 

contains the values for n. The control limits for each of the subgroups will be 

calculated using the value of n. the number of inspection units, for that 

subgroup. For example, the first subgroup is for batch type A which took 1 O 

hours of processing time. Thus the value for the upper and lower control limits 

for this subgroup are given by: 

UCL =.3367 + 3 ~ =.8871 
~ 10 

! .. ~.i..... ·-=.3367--3~ -none 
- IO 

The remaining values for the upper and lower control limits for the u chart 

are given in Table 4.4. (The reader should check that the control limits for 

subgroups with 8 and 12 inspection units are correctly recorded.) Figure 4.8 

contains the completed u chart. The twelfth point plotted is above the upper 

control limit. This fact would indicate that the ability to manage to the 

temperature profile is not uniform across the batches and the time studied. Of 

course, with the available information it is not clear whether the difference noted 

at the twelfth point is something different whict Jccurred at that time point or is 

due to the fact that the temperature profile for batches of type A are more difficult 

to manage than the other batch types. Nor is it possible to resolve this issue 

without more specific process knowledge about the equipment which maintains 

the temperatur& profiles and how this equipment performs its role of increasing, 

decreasing and maintaining a set temperature. Understanding the reasons for 

the inconsistent behavior in the temperature profiles was a priority item with the 

work group at the chemical plant. 

The initial intent o! the study of temperature profiles was to try and 

connect the ability to manage the temperature profile with the yields and 

throughput of the batch process. Having observed that the ability to manage to 

the profile was inconsistent across batches, the personnel at the plant had no 

ability to predict conformance to temperature profile. Thus, the ability to 
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examine the relationship between the management of the batch ~rocess and 

the yield rates could not be made. in fact. even if this information V',ere 

available. there would not exist the ability to act on the information si!lce the 

method to manage the batch process according to profile was not understood. 

Therefore, more information was required about the reasons for inconsistencies 

in the ability to manage the temperature profiles of the batch processes. 

To provide additional insights into the current operation. two other 

analyses of the temperature excursion data were considered. The first 

additional analysis is captured by the u chart of Figure 4.9. In this chart the data 

have been arranged by batch type rather than in strict time order. The first six 

points on the u chart correspond to the results for batch type A, the next four are 

the results from batch type B, and so on. The previous control limits have been 

plotted on this new plot of the data. Of course. the same points are out of control .. 
on this new chart: the additional insight gained from this plot is that it would 

appear that batch type A is running at a higher number of average temperature 

excursions per hour than the other batch types. The second additional analysis 

provides another way of examining this suspicion. 

The second analysis is captured in Figure 4.10. This u chart has the dat:t 

plotted in the same manner as in Figure 4.9, by batch type. However, the 

centerline and limits for this chart have been calculated separately for each 

batch type. For example, batch type A was run for a total of 60 hours and had 

35 temperature excursions in those 60 hours. Thus the center line drawn for 

batch type A is 0.583. The upper and lower control limits for batch type A is 

based on this value for u-bar. Table 4.5 has all center lines and control limits for 

the four batch types. The reader should check the accuracy of these numbers. 

The chart of figure 4.9 is actually four separate control charts which, for 

convenienc& sake, have been plotted on the same graph. At present, there isn't 

enough data available on any of the batches to feel confident about conclusions 

made from these four separate charts. Nevertheless. the plot in Figure 4.9 

seems to indicate that the four batch types are consistent within themselves in 

terms of the number of t&mperature excursions experienced. Further data on 

each batch type would be helpful in deciding on the consistency of the 

excursion rates for batch types. 

The conclusions reached so far about the temperature excursions are 

that the number of excursions are inconsistent across time and there is a 

suspicion that the inconsistency may be influenced by batch type. The people 
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at the chemical plant used this information to formulate a plan for further study of 

the effec~ of temperature excursions on batch processing. The first information 

they felt was necessary was to determine the nature of the differences in 

e>lcursion rates. Although all of the batch types had different temperature 

profiles. the profiles were similar in that they all called for an initial step of 

increasing temperature followed by maintaining the elevated temperature and 

then having the temperature fall. The decision was made to record temperature 

e~cursions not only be batch type but also by the stage of temperature control. 

In other words, for each temperature profile, the number of temperature 

excursions would be recordes during the heating, maintaining and cooling 

stages. It was thought that this type of information might provide insights into 

the observed inconsistency in the number of temperature excursions observed 

in Figure 4.9. Then, armed with a better understanding of the reasons for •. 

inconsistent behavior by batch type, the plant personnel would have the ability 

to reduce the number of temperature excusions. 

4.5 Supporting ideas for the effective use of c and u charts 

The ideas discussed in this session are intended to provide the reader 

with some thoughts on how c and u charts can be most effectively integrated 

into a program for continually improving the activities of a business system. 

When the aim of charting is process improvement, getti~g the process "in 

control" is at best only a first step. Process improvement will be accomplished 

by identifying sources of variation and then acting on those sources to reduce 

variation. It is with this intent in mind that the folowing ideas on using c and u 

charts are provided. 

The use of c or u charts does not begin with the collection of data. 

Rather, the intent or purpose of the study needs to be well outlined. Current 

information about the process should be collected as a guide to what is 

currently known about "'rocess operation and what information is lacking. The 

collection of this information is aided by the construction of flow charts and 

cause-and-effect diagrams. The flow chart is useful in describing how the 

process currently operates and in providing a useful reference for thinking 

about where critical process parameters may be impacting process outcomes. 

The cause-and-effect diagram is invaluable in describing what is currently 

known about factors affecting process output and in listing what further 
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information is needed about the process. Armed with information about the 

current process operation. data collection can be guided to provide further 

information on improvement opportunities. 

In planning the data co!iection strategy. the goal of developing a 

subgrouping or sampling strategy shouid De to maximize the opportunity to 

learn about the sources of variation_ This goal is the first consideration in 

determining the frequency of subgroups, the sampling locations and the 

number of subgroups. For example. subgroups should be collected with 

sufficient frequency and over a sufficient time to allow those items listed on the 

cause and effect diagram to change between subgroups_ In addition. 

consideration should be given to collecting data from the different streams 

identified on the cause-and-effect diagram. 

As plans are developed for collecting process data. which specific ·-process nonconformities to count will be decided. People often find the practice 

of reporting on a number of different types of nonconformities a beguiling one 

since. in this manner, a number of different "problems" can be attacked at once. 

Consider the previous example on recording ter.1perature excursion. It would 

have been possible to count other types of deviations from protocol at the same 

time. The number of deviations from the correct pH level. the number of 

deviations from the correct stirring procedure, etc., could have been included. 

However, this practice of including many different types of nonconformit:£;s is 

best avoided. In genera!, a chart should report only nonconformities having 

similar causal structures, since the gathering of all possible categories of 

nonconformities on one chart may hide signals that woul be visible if the 

categories were charted separately. 
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4.6 Chapter 4 Practice Problems 

1. In the manufacturing of newsprint. a key issue is the uniformity of the rolls of paper. Customers 
expect the newsprint to be the same in terms of consistency ar.d appearance from roll to roll. In 
your plant. the newsprint is manufactured by blending three p1,;lps. The mixture is then moved to 
one of three paper machines where it is formed, pressed, and dried. The paper is rolled and cut 
into two possible lengths: 300-yard rolls and 500-yard rolls. In an attempt to determine whether 
or not the rolls are uniform aaoss the two shifts, the number of nonconformities are counted on 
two rolls from each shift over a five-day period. An insp:~ction unit is defined to be 100 yards. 

fuW Length Shift Number of Nonconformities 

1 500 1 98 
2 500 1 126 
3 300 2 69 
4 500 2 132 
5 500 1 110 .. 
6 500 1 89 
7 300 2 76 
8 500 2 106 
9 500 1 99 
10 500 1 82 
1 1 300 2 61 
12 500 2 97 
13 500 1 97 
14 500 1 103 
15 500 2 123 
16 300 2 77 
17 500 1 96 
18 300 1 72 
19 500 2 81 
20 300 2 56 

a. Prepare an appropriate control chart to check for evidence of lack of stability in the process. 



Number of Nonconformities per 100 Yards 
m Rolls of Newsprint 
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b. Based on the manner in which the samples were taken, what information about your 
process can y'Jur acquire from this control chart? 

c. What would have been the advantages of developing a detailed flow diagram of the 
process and a cause-and-effect diagram prior to the collection of data? 

d. In order to determine whether or not there exists a difference in the consistency and 
appearance of the rolls processed by the different machines. the number of 
nonconformities is counted on one roll per shift per machine over a period of two days. 
Are there any reasons why this sampling methodology might not be appropriate for 
obtaining the desired information? Give an example of one type of problem where this 
sampling procedure would not be adequate. 

e. The number of nonconformities per 100-yards inspected have been plotted on separate 
control charts for the three different machines. Given the following data. construct the 
appropriate control charts for the three machines. (The control chart for machine 1 has 
been constructed for you.) Discuss any information provided about the process in these 
charts. 



Roll Length Shift Machine Number of Nonconformities 
1 300 1 1 61 
2 500 1 2 106 
3 300 1 3 70 
4 300 2 1 53 
5 500 2 2 115 
6 300 2 3 55 
7 500 1 1 72 
8 500 1 2 128 
9 500 1 3 90 

10 300 2 1 59 
1 1 300 2 2 76 ·-
12 300 2 3 59 
13 300 1 1 46 
14 300 1 2 95 
15 500 1 3 94 
16 500 2 1 76 
1 7 500 2 2 113 
18 300 2 3 97 
19 500 1 1 88 
20 300 1 2 84 
21 500 1 3 96 
22 500 2 1 71 
23 300 2 2 94 
24 500 2 3 100 
25 300 1 1 51 
26 300 1 2 71 
27 500 1 3 94 
28 300 2 1 49 
29 300 2 2 67 
30 500 2 3 92 
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f. Information was also collected on possible causes of the lack of uniformity 
between the rolls of newsprint. 

Reasons for Frequency 

NQn~nfQrm~ Ma~hine 1 Ma~hine 2 Ma,~hine J 
Holes 27 99 87 
Thin Areas 128 255 293 
Discolorations 206 161 122 
Brightness 
Variation 80 84 .103 

Rough Areas 169 287 214 
Others 16 63 28 

H appropriate, perform a Pareto Analysis for each individual machine. .. 

2. In an electronics manufacturing facility, radios are checked for nonconformities 
after the assembly process is complete. For some time, the process has been in 
control at an average of six nonconformities per radio. 

a. H the process were to be monitored by inspecting three radios from time to time 
and recording the total number of nonconformities per group, what type of 
control chart should be used? 

b. What should the central line and control limits be for tne chart? 



3_ In a potato chip plant. after the ct-.ips are drained. they enter into one of three lines 
where seasonings are applied. Line 1 applies seasoning to flat chips. while the other 
two Imes season the ·angled. chips. After the chips are seasoned. they are sampled by 
one of three inspectors on that shift_ The inspectors are responsible fer sampling chips 
out of each seasoned batch and determining whether the batches are consistent with 
respect to chip presentation and amount of seasoning_ If the inspectors find that a 
series of several batches are inconsistent. they can sto::> the line for adjustment The 
line can also stop because of machine breakdowns, change of seasonings. shortage of 
chips at the start of the seasoning lines. etc. You are on the work team which is 
investigating the stops in the production line. 

In order to help determine where the specific causes of the line stops may be. the flow 
diagram of the process has been developed. In addition to the flow diagram. you have 
suggest~ that a cause-and-effect diagram would also help the team to identify 
possible causes of line stops_ Before constructing the cause-and-effect diagram. you 
questioned several people on the lines. The following are comments that were made: 

·As I see it, the line stops can't be prevented until someone changes the !J¥ay the 
system is run. There are just too many different people who can stop the line.· 

lhe inspectors are the problem. There's one inspector w!lo calls for a line stop for 
every little thing.· 

"If we didn't always have to wait for the chips to be delivered to the line. the 
situation would not be so bad.· 

"I can tell you where the problem is: It's with maintenance. These machines are 
just patched so we can keep running_ If they would fix them right. it would make a 
big difference in the long run.· 
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a. Develop th~ following cause-ar.d-effect diagram to he!p identify possible reasons for 
the line stops. 

Line 
Stops 

.. 
b. The foiiowing data report the number of line stops per day (24 hours) for each of the 

three lines. Construct a control chart to determine whether there exists a difforence in 
the number of line stops between the three lines. (Put individual sets of control limits on 
the chart for the different lines.) 

Number of Stops 

Day Line 1 Line 2 Line 3 

1 8 10 14 
2 1 1 9 13 
3 7 14 13 
4 9 1 1 10 
5 8 16 12 
6 1 1 7 8 
7 5 13 13 
8 8 16 15 
9 7 15 14 

10 9 13 13 
1 1 14 13 9 
12 6 1 1 14 
13 9 10 10 
14 ~ a 12 

115 166 170 



Line 1 Line 2 Line 3 

c. Your team has asked you to make recommendations on what the next step in the 
improvement effort shc-:..;id be. What will your recommendations be? 

4. A company manufacturing oilcloth figures all cost estimates and prices on the basis of 
100 square yards of oilcloth. The following data are obtained from inspection: 

Square Yards Total Number of 

Lot Number Inspected Defects in Lot 

1 200 5 
2 250 7 
3 100 3 
4 90 2 
5 120 4 

6 80 1 

Construct the appropriate preliminary control chart(s) for these data. Comment on the 
state of control. 



Table 4.1 

Number of Pin Holes in 
Aluminum Rolls 

Number of Nu,,ber of 
Subgroup Pin Holes Subgroup Pin Holes 

1 22 11 15 
2 29 12 10 
3 25 13 33 
4 17 14 23 
5 20 15 27 
6 16 16 17 
7 34 17 33 
8 11 18 19 
9 31 19 22 

10 29 20 ...l.1. 
Total: 460 
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Table 4.2 

Study of Pin Hole Counts Performed by Aluminum 
Supplier and Can Manufacturer 

Number of Pin Holes Number of Pin Holes 
Shigm~nl Eaund b~ Suggti~r Fguod b~ Manufa~ur~r 

1 22 29 
2 18 19 
3 17 23 
4 14 33 
5 18 10 
6 11 27 ·-7 17 34 
8 12 15 
9 9 17 

10 _li ..:ll 
152 234 
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Table 4.3 

Number of Excursions from Temperature Profile 

Batch Numbe; of 
SubgrQLU2 ~ HQurs e~g,irsians _LI. 

1 A 10 3 .300 
2 8 8 0 0 
3 c 12 4 .333 
4 A 10 7 .700 
5 8 8 1 .125 
6 A 10 2 .200 .. 
7 c 12 7 .583 
8 D 8 1 .125 
9 8 8 4 .500 

10 c 12 1 .083 
11 D 8 1 .125 
12 A 10 9 .900 
13 c 12 2 .167 
14 A 10 6 .600 
15 8 8 2 .250 
16 D 8 3 .375 
17 c 12 0 0 
18 D 8 2 .250 
19 A 10 8 .800 
20 c J.2 ..,,.J .250 

196 66 
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Table4.4 

Control Limits for u chart on 
Number of Excursions from Temperature Profile 

Batch Hours 
~ ,,Jn) ... ~ ~ 
A 10 .8872 
B 8 .9522 
c 12 .8392 
D 8 .9522 

Table4.5 
Control Limits for u chart on Number of Excursions 

from Temperature Profile using Distinct Center Line Values 

Batch Hours 
~ .. .lnt,, u. ~ ~ 
A 10 .583 1.307 none 
B 8 .219 .715 none 
c 12 .283 .744 none 
D 8 .219 .715 none 
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UCLC == 37.39 

FIGURE 4.2 
COMPLETED CONTROL CHART 
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Chapter 5 

Control Charts for Variables Data: 
Variability and Location 

There is a wide variety of techniques for data an~ilysis. These 
techniques include run charts, control charts, scatter diagrams, analysis 
of variance procedures, time-series techniques. and others. Selection of 
an appropriate technique should depend primarily upon the nature of the 
problem but aiso upon the type and quality of the numbers involved and the 
background of the people involved in preparing, analyzing, and acting ~pon 
the data summari6s. Significantly, technique selection should depend upon 
the questions and issues which motivated the data collection. This 
chapter is directed toward an introduction to the construction and use of 
control charts for variables data, techniques which are particularly useful 
in supporting work directed toward process control and improvement. 

Measurement of characteristics of processes, goods and services 
may, as discussed previously, yield either quantitative or qualitative 
evaluations. Qualitative evaluations of goods and services typically result 
in 1) counts of the number of nonconforming or, 2) counts of the number of 
errors, defects, or omissions. Suggested analytical treatment of these 
two types of data have been discussed in preceding chapters. Quantitative 
evaluations or variables data, require determination of the amount or 
degree to which a process condition, parameter, job or service possesses a 
characteristic under study. For example, variables data result from 
measurements of density, pressure, temperature, resistance, force, 
hardness. or dimensions. The collection of such measurements requires 
that an adequate process for obtaining the measurements be in place. In 
this chapter, it is assumed that a measurement process has been evaluated 
and found to be predictable and adequate for the current purpose; the 
specific nature of the methodology regarding measurement process 
evaluation will require further discussion after some additional 
statistical methods have been discussed. Suffice it to say at this point 



that consistent measurement processes are a prerequisite for successful 
process analysis. 

Measurement, sampling strategy, and sE!ection of statistical 
techniques must support process analysis. The purpose and rationale for 
process investigations must be clearly understood by the manager, 
engineer or operator. Process investigations should be directed toward 
seeing and understanding changes in material, methods, and equipment and 
in knowing the effect that these changes have on process output. 
Obviously, processes undergo changes in materials, methods, or equipment 
from time to time; environmental changes also occur. Discovering when 
and under what circumstances these changes take place, and verifying the 
cause and effects of these changes in terms of magnitude and direction for 
the measurement in question is an essential responsibility in process • 
investigation. Investigations are intended to provide specific knowledge 

regarding the effects of changes in various process factors upon the 
product characteristics being studied. The defined needs for knowledge 
begin to provide guidance in the way in which process data are collected 
and used. When organized and presented in an appropriate manner, process 
data provide the manager, engineer, and operator a medium through which 
changes taking place in the process can be seen and evaluated. 

5.1 Description of Types of Variation in Process Data 

The purpose of data analysis is to provide information for process 
control and improvement. To that end, data analysis musl contribute to 
identifying and e\ .... luating sources of variation in process variables and 
outcome results. Sources of variation reveal their effects in the 
magnitude of the short-term variation, in the average, and in any change in 
these attributes of process data. Consequently, initial data analysis 
should be directed toward measuring process variability and process level 
or location and evaluating predictability. An introductory discussion 
regarding these issues is to be based upon a series of short examples. Data 

plots from five processes, A, 8, C, D, and E are shown in Figure 5.1. In each 
case, the vertical scale corresponds to a number line for measurements on 
a process input, a process parameter, or a process output. These measured 
values could be viscosity, length, density, flow rate, temperature, or 
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thickness. The horizontal scale corresponds to time. .Jver an extended 
period of time, measurements on process output are made and plotted in 
production order. Although these examples of possible process behaviors 
surely are not exhaustive, they coilectively display patterns and 

characteristics that demonstrate some of the central issues in data 
analysis. These issues are emphasized and discussed by comparing the 

time plots with respect to variability, average, and predictability. 
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First. consider the data plot representing measurements on a 
characteristic for process A. For convenience of discussion it is assumed 
that these measurements have been made on a process output. In common 
with all processes, process A does not provide exactly the same result 
each time. Process A obviously exhibits or displays variability; all the 
data points are not the same in value or magnitude. The magnitude and 
nature of this variability is of primary interest. How large is it? What 
causes it? Is it predictable? For process A, the range from the smallest 
to the largest numbers during any short time period appears to be about the 
same throughout the total, or •1ong,• time period covered by these data. 
Because of this uniformity in variation, short-term variability is said to 
be predictable. In terms of a specific measurement and sampling strategy, 
a process is either stable and predictable or unstable and unpredictable. A 

• 
conclusion regarding stability in short-term variability marks a 
significant finding in process investigations. Long-term variation, related 
to changes or shifts in process level or average, is a different issue. 
Consequently. another important property of process measurements is the 
level around which individual values tend to fluctuate. Process A, as an 
immediate example, appears to operate at a nearly constant average value 
throughout the period for which data were collected. Because of this 
apparent constancy in average value, the process level is said to be 
predictable. Because process A is judged to have almost constant short­
term variability and nearly constant average; the process is said to be in 
statistical control. 

By comparing observed properties of other processes to those of 
process A and by contrasting other processes, one against the other, 
additional insights can be had concerning important features of process 
data about which data analysis must provide information. Consider the 
nature of the short-term fluctuations for process B. For results completed 
within a small span of time (to be taken as a short interval on the 
horizontal axis) the range from the smallest to the largest measurement 
appears to be of about the same magnitude regardless of the selected time 
interval. With that being the judgment, short-term variability for process 
B would be described as being predictable or stable. These sentences 
would serve equally well as descriptors of the point to point variability , 
displayed in the data plot for process C. For process B and C. respectively, 
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the point t-J point fluctuation, described as short-term variability, is about 
the same size or magnitude as that displayed by process A. However, 
results for processes A, 8, and C, obviously are not equivalent. as a quick 
visual comparison makes apparent. Specifically. process 8 does not 
operate at a consistent average over the long time period represented by 
!he complete horizontal scale. The same remark applies to the 
measurements from process C. Process B appears to undergo smooth, 
incremental changes in its average; significantly, it is not possible to 
judge whether this apparent •cyclic" behavior replicates itself in a 
consistent fashion over longer periods of time. In contrast to tt-le 
smoothness in changes displayed by the average for process 8, process C 
exhibits abrupt shifts in its average. This assessment of inconsistent 
average for these two processes is distinctly different from that made for • 
process A, which was judged to be operating at a consistent average. 
Processes 8 and C do not have predictable averages. 

Process D also appears to be operating at a consistent average over 
time. However, process D differs from A, B, and C in an important way. 
Process D displays inconsist&nt short-term variability in individual 
measurements around its long-run average while process A apparently 
maintains the same magnitude for fluctuations around its average 
throughout this time period. Process E displays a trending average 
together with an increasing variation in individual measurements. 

It is apparent that important characteristics in these processes are 
the short-term variation and the level or average around which the process 
tends to fluctuate. Data analysis must provide information on these 
characteristics of variation and its causes. Control charts are excellent 
for providing this information. Control charts are meant to help discover 
the effects of changes in processes over time. The control charts can 
signal when things are different. With diligent data collection and a clear 
understanding of measurement and sampling strategy, the charts can help 
provide the basis for suggesting why things are different. 

Process consistency relates to fluctuations in individual values in 
the short term and to possible fluctuations in average over a longer period 
of time. Process A is said to be in control with respect to variation and 
average because fluctuations in individual values over a short interval 
seem to be of about the same magnitude throughout the time period and 
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because the average value remains unchanged for the time period. 
Processes 8, C, D, and E are said to be unpredictable, or •out of control·. 
Data from 8 and C, respectively, reveal a consistent short-term 
fluctuation in individual values but an inconsistent, or changing, average. 
Process D maintains the same average throughout, but suffers from 
inconsistent fluctuations around this average. Process E is inconsistent 
with respect to both variability in individual values and in the average. In 
summary, the processes 8, C, D, and E, respectively, do not display 
consistent behavior. Control charts can be used to provide information as 
to the state of control of variations in the process or its results. 

It should be emphasized that changes over time in an average as well 
as deviations in individual 'lalues around an average contribute to total 
variation in process output. All values plotted for process A have beqn 
used to construct the histogram which appears to the right of the time plot 
for process A in Figure 5.1. Similarly, histograms for processes 8, C, and D 
are also on the right hand side of Figure 5.1 . It is easily appreciated that 
the values from processes 8, C, and D are more variable than the values in 
the distribution from process A, although the fluctuations around the 
average during any short period of time appear to be of about the same 
magnitude for these four processes. All of the values represented by the 
plotted points for the characteristic in question may be within 
specifications; that is not the issue. The central issue is that the patterns 
for processes 8, C, D, and E, with their respective changes in short-term 
variab:ility and in their average, contribute to the overall variation. The 
thrust, of the work should be to identify the reasons for this variation and 
then tp work to reduce it. 

5.2 Identifying Variation and Knowing Its Sources 

Understanding variation in process output and knowing its causes is 
furthered in those situations where the variation exhibited by process 

' 

output can be associated with potential sources of variation. Processes A 
through E, described in the previous section, exhibited different types of 
variation over time. Subsequent understanding of these processes would 
entail beginning to characterize the sources of variation which are 
creating the assignable causes of variation and those which are 
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contributing to common cause sources of variation. The data plots aid in 
this analysis since they describe the manner in which the process output 
changes as the variable time changes. However, time itself is an ill­
defined proxy variable. Time corresponds to numerous changes in 
processing circumstances, with any of these changes having the potential 
to affect the short-term variation or average of the process output. For 
example, component parts or raw material surely change over time and 
their characteristics may change in one or more respects. These changes, 
in turn, may generate increased fluctuations around an average or they may 
cause the average to shift up or down. Another example of changes which 
may occur over time is that management, operating, and engineering 
personnel change as shifts, weeks and months pass and as they change, so 
may the methods or techniques for operating machines, assembling 

• 
components. or mixing materials. These changes may affect the variation, 
the average, or both. Environmental variables, such as temperature and 
humidity, can also change in a dramatic fashion over time. These changes 
may cause other changes which then affect output characteristics. 
Operating efficiency for process and laboratory equipment will change 
with the passage of time and so the state of maintenance becomes a 
critical issug. If process output is supposed to be the same all the time, 
then processes should not be affect~!d by typical changes in important or 
influential variables. It becomes mc1nagement's job to assure that either 
process output is robust to changes in process variables or, failing that. 
assure that process factors or variables are managed at specific averages 
within given specifications. 

5.3 Range and X-bar Charts and Process Analysis 

As process analysis begins, information similar to that displayed in 
the five time plots of Figure 5. i is not typically available. The manager. 
engineer, or operator who begins to study the process may be said to be 
searching for a description of process behavior. In fact, the analysts are 
looking for the signs of inconsistency noted in process B, C, D or E. A 
process is judged to be consistent if there is no evidence in data collected 
ove; time that points to non-random behavior, which is interpreted as a 
signal of inconsistency. If a process is found to be inconsistent, that is, 
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out of control, then the first responsibility is to get the process into 
control. Once the process is in control, the ongoing responsibility is to 
maintain control. Once a process is in control and the ability to maintain 
this control is demonstrated. then the variation of the characteristic in 
question is predictable. Those responsible for the process can begin to 
compare the current output against what is required. After control is 
achieved and maintained, responsibility moves toward working on the 

process to obtain improvement. Process improvement may be realized in 
many ways. In this immediate discussion, process improvement is defined 
as reduced variation and, if necessary, a different, more favorable average. 
If the process is found to be in control, then the cycle begins with 
maintaining control coordinated with systematic changes toward 

improvement. It should be emphasized that process evaluation and work is 
an iterative activity; it does not end. It is apparent that throughout 

process work, a premium is placed upon knowledge regarding possible 
sources of variation. 

• 

Processes tend toward instability and chaos. Processes do not tend 
to remain in control. Maintenance of stability becomes an important 
responsibility for all managers and operators. 

5.4 Arithmetic for the Construction of Range and Average 
Charts 

The data set printed in Table 5.1 is presented only for the purposes 
of illustrating and practicing the arithmetic necessary to complete some 
basic sta~:stical techniques for analyzing variables data in process 
analysis. Twenty subgroups, each of size four, are shown. An example of 
each arithmetic step is given. a is recommended that the reader practice 
the calculations. Some explanatory remarks are provided at specific 
points in the presentation. Symbols and definitions are introduced as 
needed. 

The numbers in Table 5.1 are meant to represent measurements of a 
single characteristic on a collection of parts. The data are organized in 

subgroups of four readings each. This implies that the four values were 
collected under the same conditions, or at the same point in time, or from 

' 

the same source. There should be a rational basis for subgrouping the data. 
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There are several kinds of information wanted frcm this data set. 
Certain kinds of information will be required of each subgroup and other 
kinds of information will be needed for all subgroups. For each subgroup, 
the subgroup range will be computed as a measure of how much the four 

parts differ among themselves. The average value is also required for each 
subgroup. All of the subgroup ranges will be used to provide information 
about the stability of short-term variation and its magnitude. The 

subgroup averages will offer information about process centering and its 
predictability. For a controlled, predictable, process, the individual 

observations can be formed into a histogram which can be used to provide a 
·picture· of process output. 

The symbol •n• is used to represent the number of measurements in a 
subgroup: in this example, n=4 because there are four measurements in a 
subgroup. • 

The symbol ·k· represents the number of subgroups; in this example 
there are twenty distinct subgroups and so k=20. 
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Table 5.1 
A PRACTICE DATA SET 

Observations 

-Subgroup X1 X2 X3 X4 R x 
1 36.13 32.85 34.05 38.04 5.19 35.2675 
2 38.68 34.95 32.36 33.68 6.32 34.9175 
3 34.34 35.69 35.06 29.72 5.97 33.7025 
4 33.37 31.73 33.45 35.58 3.85 33.5325 
5 32.42 35.58 34.35 35.79 3.37 34.5350 
6 30.62 34.10 34.75 36.91 6.29 34.0950 
7 31.76 33.29 37.41 31.50 5.91 33.4900 
8 34.94 33.79 33.68 36.90 3.22 34.827~-
9 34.66 32.02 36.34 33.50 4.32 34.1300 
1n 'lO 'l7 34.82 33.47 "'.. "'" 8.07 34.7400 . .., v.J.ul .:> I • .:>U 

1 1 33.06 38.97 35.88 36.07 5.91 35.9950 
12 37.42 36.39 34.68 33.52 3.90 35.5025 
13 37.18 34.43 36.34 33.88 3.30 35.4575 
14 32.19 34.90 36.34 33.41 4.15 34.2100 
15 33.36 34.36 33.38 33.68 1.00 33.6950 
16 33.22 31.18 32.95 32.51 2.04 32.4650 
17 34.22 33.01 36.63 35.10 3.62 34.7400 
18 32.68 33.03 38.15 35.47 5.47 34.8325 
19 31.49 35.84 31.00 35.47 4.84 33.4500 
20 34.08 28.97 34.76 35.53 6.56 33.3350 

93.30 686.5900 
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E.4.1. Measure of location: the Subgroup Arithmetic Average 

A subgroup value is represented by the symbol, Xi. where the i 

indicates the position of each number in a sequence of observations. The 
symbol for the average is x , called X-bar. The formula for the arithmetic 
mean or average is: 

n 

X= 

rx. 
i-:1 1 

n 

where the symbol r . pronounced sigma, means •add. the values 
represented by the symbol X from i= 1 to i=n, with n being 4 in this 
example. 

x = 36.13 + 32.85 + 34.05 + 38.04 = 35.2675 = 35.27 
4 

·-

Averages for all subgroups, or samples, are shown with the original data. 
The arithmetic mean or average is the most frequently used measure 

of location. The arithmetic average is the balance point, or center of 
mass, for a collection of measurements. The average value need not be a 
number that occurs in the subgroup; in data set 1, for example, no 
observation has the value of 35.27, the subgroup average. The average 
value need not have an equal number of observations above and below it. 
Data set 3, as an example, has three values larger than the average and one 
smaller. In some data sets having extreme measurements, this last 
property can result in an average value that does not do a good job of 
representing the other values in the data set. 
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5.4.2. Measure of Subgroup Variation: the Range 

Numerous methods have been developed to measure the variation in a 
set of numbers. For the purposes addressed in this text only one of those 
measures, the subgroup range will be used to characterize the variation 
within a subgr.:>up. The subgroup range, indicated by the symr.,ol ·R· is 

defined to be the difference of the largest value and the smallest value. 
The range for subgroup 1 is: 

R"" 38.04 - 32.85 = 5.19 

The range is recognized as the simplest and most direct method for 
measuring variation in a subgroup of size n. The value of the range depends 
only on the two extreme observations. The range for the remaining • 

subgroups is reported in the original listing of the observations. 

5.4.3. Construction of Range and Average Charts 

The range chart is constructed and evaluated first and, if 
appropriate, limits are then placed on the average chart. 

Values of the subgroup range in Table 5.1 are plotted in Figure 5.2. The 
average value of these ranges is first determined. The average r2nge, R, 
read as A-bar, is found from the ranges for all subgroups and, in this case, 
is calculated to be: 

.t 

R = ~ R, = 93·30 = 4.665 : 4.67. 
k 20 

Lower and upper control limits for the range chart are found by 
calculating, respectively, 

LCL, = D1 R and LCL, = D
3 

R 
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where 03 and 04 are control chart constants that have values indexed 
according to the number of observations within a subgroup. Values of 03 
and 04 are shown in Table 5.2. This table is also found in appendix A. In 
this example, with n=4, 0 4 = 2.282 and the upper control limit for the 

ra'lge chart is found to be: 

UCLA = 2.282(4.665) = 10.646, or 10.65. 

For subgroups of size six or less, there will be no lower limit for ranges 
because the value 03 is not defined. In this application there is no lower 

control limit for the range chart because n = 4. 
Control charts are meant to provide information on changes in the 

process. Process changes are recognized by the behavior of the data .points 
on the charts in one of two ways: 

1) By the magnitude of the variation in the points. If all points are 
within the control limits, the process is judged not to have changed. 

2) By any non-random pattern in the points. A non-random pattern 
indicates the presence of special or unusual events. In this text, a non­
random pattern is defined to be 

a) a run of 7 or more consecutive points on the same side of the 
average line for the chart, or 

b) a trend, up or down, of 7 consecutive in:reases or decreases. 
Other patterns, usually associated with subgrouping strategy, are 
discussed in Chapter 6. 

There are no indications of the presence of special causes in the R 
chart in Figure 5.2. All the values of R are within the upper control limit; 
there are no values of R which equal or exceed the value for the upper 
control limit. There is no pattern in the data points which would suggest 
the presence of systematic influences. The conclusion is that the 
variation in the values of R is produced by common causes. 

The presence of special causes would be indicated if one or more of 
the values of R equaled or exceeded the upper control limit or if there was 
an indication of a systematic pattern in the data. If the range chart 
contains signals of instability in within subgroup variation, then the first 
order of business is to do the work necessary to stabilize the variability. 
If there had been evidence or signals of the presence of special causes, 
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then it would not be theoretically appropriate to place control limits on 
the X-bar chart. Although the X-bar values should be plotted to look for 
gross patterns, control limits should be placed on the X-bar chart only 
after the range has been stabilized. Once that is done, then analysis as to 
the state of the process average can be conducted. 

Because the range chart indicates that the process was stable with 
respect to short-term variation, and therefore, predictable, it is possible 
to put limits upon the magnitude of variation which the subgroup average 
values should display. As with other control charts, the X-bar chart 
requires a center line and controi limits. The center line is taken to be the 
average of the subgroup averages. Formulas for the average of the 
averages and for the upper and lower control limits for the average chart 
are given below, along with the numerical results for this example ,, 
problem. The average for the subgroup averages is represented by the 

symbol, X (pronounced as X double bar ), and is often referred to as the 
center line for the X-bar chart: 

" - I,x; 
x =.El-= 

686
·
92 = 34.3460 

k 20 

LCLx = X - A2R = 34. 3460-. 729( 4. 665) = 30. 945 

UCLx = X + A2R = 34.3460+.729(4.665) = 37.747 

The same rules are used to evaluate the X-bar chart as were used for 
judging the range chart. All of the subgroup averages are within these 
control limits and do not display any evidence of special causes in terms 
of unusually large or small values. The pattern of the data points must 
also be examined. There is no pattern in the values for average suggesting 
the presence of special causes at work in the process. 
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It is useful to examine the formulas for upper and lower control 
limits for the X-bar chart from a process perspective. The limits on X-bar 
charts depend upon the average value of the range. The numerical value of 
the average range reveals the effect of common cause variations acting 
within subgroups. The subgroups are formed according to a particular 
sampling strategy and the numbers result from applying a given 
measurement process. If either the measurement process or the sampling 
strategy were to change, it is likely that numerical results would change. 
The process average is judged to be in or not !n control according to the 
effects of common cause variations captured within subgroups. 

As judged by these charts, the process is stable and predictable in 
terms ot variability and average. It is to be immediately noted that .. 
stability, or "control" is an operational definition and says nothing about 
the utility of what the process is providing. A controlled process 
announces that the effect of material, equipment, or method changes is 
consistent. A controlled process is not necessarily a satisfactory process. 

5.5 Summaries of Process Behavior 

Having judged that the process is stable with respect to both 
variability and average, estimates of those process properties can be 
reported. In addition, a histogram can be constructed from the individual 
measurements to provide additional insight into process behavior. These 
three descriptors, the process average, the process sta' dz-rd deviation, and 
the process distribution not only provide useful ways ot characterizing 
process operation but also provide descriptors by which the current 
outcomes delivered by a process can be compared to what is required. The 
information provided by these three descriptors and the comparison of 
these properties to current specifications on a process will be illustrated 
by a further examination of the previous data set. 

5.5.1. Interpretation of histograms 

The 80 individual measurements in the practice data set from 
Table ts.1 have been used to construct the histogram in Figure 5.3. 

17 



Figure 5.3 

Histogram of Measurements from Table 5.1 
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An examination of this histogram illustrates the characteristics of a 
precess which need to be summarized. The first of these characteristics 
is the shape of the distribution of measurements. Words used to describe 
the shape of the histogram in Figure 5.3 might be •mound-shaped" or "bell­
shaped." These words capture the idea that most of the observations 
appear to cluster around a center value and that the observations appear to 
fall in a symmetric manner about that center. This behavior is fairly close 
to a mathematical model used by statisticians which models mound-shaped 
behavior in a distribution of measurements. This mathematical model is 
called a normal distribution. Thus, another descriptor which would 
typically be used for the data set in Table 5.1 is that it appears to be 
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"normally distributed." The utility of describing the shape of a 
distribution of measurements in process work is linked to the shape a 
histogram of process measurements would be expected to have and how 
that might agree or not with the actual constructed histogram_ 

The four histograms in Figure 5.4 illustrate some different shapes 
which might occur in practice. Histogram A appears to have a large number 
of measurements either right above the lower specification limit or r~ght 

below the upper specification limit. One might rather expect the 
ml3asurements to taper off on either side of the histogram in a more 
gradual fashion. A possible reason for the observed behavior might be that 
material which was near the upper or lower specification limit was 
reworked to insure it fell within specifications. Another possible reason 
for the observed behavior would be that when measuring the material, .. 
values that were close to the upper or lower Sf'ecificatir ;i limits were 
remeasured until a reading was obtained which fell within specifications. 

Histogram B appears to be chopped off at the upper and lower 
specification limits. As with histogram A, the explanation for this 
behavior will need to be sought by a closer examination of the proc'3ss 
generating the results. One explanation which suggests itself is that the 
material being measured has been sorted prior to the place at which the 
measurements were collected. The material which fell above or below the 
specifications was then removed. If this sup~csed behavior were correct 
it would indicate that the process has more variation than can be tolerated 
and the solution adopted for this problem is to sort the nonconforming 
material. Histogram C shows a similar pattern to B, but with a more 
dramatic drop at the lower specification limit. Again, the suspicion might 
be that there is more variation in the procP.ss than can be tolerated. 
Furthermore, one might imagine that the material measured prior to the 
sort would have a normal distribution with the measured values clustering 
around a central value. Histogram C would then suggest that this center 
does not fall in the middle of the specification limits thus explaining the 
larger amount of material removed below the lower specification limit. 

Histogram D shows two distinct peaks. A number or reasons for such 

behavior are possible and would need investigation. A speculation which 
might help such an investigation is that there are two separate processes 
generating these data. For example, if two machir.es were creating the 
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output measured, then a possibility to be investigated is that they are each 

creating material cent~red at different values. 
One of the uses of the histogram is to provide insights into process 

operation; another is the use of the histogram as a description of the 
measurements which will be proG:.iced by the process. This s~ond use is 
dependent on being able to use the histogram as a predictor of process 
behavior, which in t~rn is dei;endent on knowing that the process is 
opeiating in a consistent manner. The histograms of Figure 5.1 provide an 
illustration of this last statement. The histograms for process B and for 
process C look similar. Their shape might be described as mound-shaped. 
However. because both histograms represent processes which are 
inconsistent over time, neither of the two histograms can be relied on to 
describe process outcomes. The histograms only capture the shape of 
process outcomes over the time frame investigated. The inconsistencies 
in the process mean that for a different time period, the histograms will 
likely show a different description of process outcomes. 

5.5.2. Estimating process variation 

Another look at the histogram of Figure 5.3 indicates that the 
variation in the measurements is another important property of the 
process which needs to be characterized. Examination of the histogram 

shows that the 80 measurements spread over a range from about 28 up to 

40. The process standard deviation is a numerical measure which captures 

this information on process variability. Since the process which generated 

the data in Table 5.1 was judged to be stable, calculating a standard 

deviation from these numbers would provide an idea of what the standard 
deviation for other process values would be. The calculation of this 
standard deviation is given below: 

s= 
n -1 

where here, X would be the average of the 80 observations and n would be 

equal to 80. The reader should check that s is found to be 2.0993. 
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An examination of the formula used to calculate the standard deviation 
helps in understanding how it is capturing information about process 
variability. The number calculated is based on the squared deviations 
about the average. The farther away a data value is from the average, the 
larger will be the contribution to s. the standard deviation. 

Of course, the number, s, calculated above, is only based on 80 
measurements. One now needs to imagine that a very iarge number of 
measurements on the process (maybe a billion!) were available and a 
standard deviation was calculated from these numbers. (This task is 
clearly a conceptual one and is discussed here to provide an understanding 
of what is meant by a process standard deviation.) The number which 
would result from this calculation will be referred to by the Greek letter. 
a. This number, a, would capture a description of the variability of the .. 
process, and will be referred to as the process standard deviation. The 
calculation of s from the 80 measurements would be one way to estimate 
a. However, an estimate of the process standard deviation can also be 

found from the average range, which was calculated as R = 4.665. The 
formula for estimating a and the resulting value are reported as: 

iJ = R = 4.665 ==- 2_27_ 
d2 2.059 

The value for d2 is found in Table 5.3. The symbol a indicates the standard 
deviation while the symbol • " • indicates that the reported numerical value 
is an estimate of the process standard deviation. Because the range chart 
did not contain any signals as to abnormal behavior and because the X 
chart indicated a stable process average, iJ is thought to be a reliable 
estimate of the process standard deviation. 

The standard deviation of a process is a useful descriptor of process 
variation. It provides a measure by which the variation delivered by a 
proct:.?ss can be compared to what is required. Such a comparison is often 
made by using the standard deviation to estimate the range of 
measurements which will occur in the process. For processes which are 
normally distributed, almost all measurements will fall within a range of 
six standard deviations. For the data in Table 5.1, the standard deviation 
of the process was estimated to be 2.27. Thus, an estimate of the range 
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over which measurements can be expected to be observed is 6x2.27=13.62. 

The histogram in Figure 5.3 shows that the measurements fall within a 
range from 28 to 40. This spread of 40-28=12 is comparable to the value 
estimated by six standard deviations. 

5.5.3. Estimating the process average 

The histograms of Figures 5.3 and 5.4 were described as having 
distributions of measurements which clustered around a central value. The 
process average is a way of capturing information about this central value. 
When signals as to abnormal behavior are absent from both the range and 
X-bar charts. the average of subgroup averages, which is the va!ue for the 
center line for the X-bar chart. can be taken as an estimate of the average .. 
value for the process. For the data of Table 5.1, the process average would 
be reported as being 34.35, rounded from 34.346. 

5.5.4 Process Capability 

In its most general form. process capability refers to the 
capability of a process to deliver what is required. However, in 
response to ttie need to quantify ·how capable• a process is, process 
capability often refers to whether the measured outcomes of a process 
exhibit small enough variation to fall within some set specification 
limits. If the specifications stated that the measured dimension of the 
data from Table 5.1 should fall between 30 and 40, then the engineering 
tolerance (ET) for the measurement would be: 

ET= 40 - 30 = 10 

The natural tolerance (NT) for the process refers to the range of 
measurements over which the process will produce material. Typically, 
the natural toler2ince for the process is estimated by: 

NT=6a 
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As was discussed in section 5.6.2, the natural tolerance for the process 
described by the data in Table 5.1 would be 6x2.27=13.62. A comparison 
of the NT with the ET allows one to decide whether the process spread 
is small enough that the specifications could be met if the proce~s were 
properly centered. In the present example the NT is larger than the ET 
so the process would be said to be •not capable.• 

Various capability indices have been defined as a method for 
reporting on the ability of a process to meet specifications. Two of the 
more common indices are Cp and Cpk· Cp is defined by the ratio: 

The Cp index is an attempt to quantify ·how capable· a process is. If this 
number has a value of 1 or greater, the process is said to be capable. 
Many organizations state that a preferred value for this number is 1 .33 
or more. 

A drawback to using Cp to report on process capability is that the 
index does not capture information on the process average. />. process 
could have a large Cp ratio and yet be producing a lot of product outside 

of specifications if the process is not targeted. The Cpk index is an 
attempt to report on not only the affect of process variation but also 
process average on the ability of the process to produce what is 

required. Cpk is defined to be the smaller of the numbers Cpu and Cpl. 

which are calculated from the formulas: 

C 
_ USL-X 

pe-
3cr 

X-LSL cpl. = _3_cr_ 

where USL refers to the Upper Specification Limit and LSL the Lower 
Specification Limit. From the data in Table 5.1, the following 
estimates of process properties have been obtained: 

x = 34.35 

a=2.21 

NT= 13.62 
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The upper and lower specification limits for the process were: 

USL=40 

LSL=30 

From the above information. Cp would be: 

10 c =--=.73 
, 13.62 

Of course, since Cp is less than one, the process is not capable. The 
number .73x100%=73% could be interpreted as •733 of the NT is used by 
the ET: • 

In order to calculate Cpk. Cpu and Cpl are first calculated io be: 

c . = 40-34.35 =0.83 
pl: 3(2.27) 

c = 34.35 - 30 = 0.64 
pl. 3(2.27) 

Thus, Cpk would be .64, the smaller of these two numbers. The smaller 
value of Cpk as compared to Cp can be explained by comparing the 
process average to the center of the specification limits, or the nominal 
value. The nominal value in this instance would be 35; the process is 
not centered on this nominal value, but is targeted somewhat below 35 
at a process average of 34.33. 

5.5.5. Assumptions and limitations behind the use of capability indices 

The previous section illustrated the calculation of two capability 
indices assuming that the process under study was operating in 
statistical control. One should be very skeptical about reported values 
of Cp and Cpk. as these indices may be reported when there does not 
exist knowledge about the stability of the process. Too often, Cp or Cpk 
are determined by a one-time application of a control chart or, even 
worse, by collecting, say, 30 consecutive readings from a process. If 
this were the case, then the reported process information, x and u, 
cannot be relied on to summarize process behavior. These numbers are 
only useful if it is known that the process average and the process 
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variation are staying stable over time. In the case where these numbers 
are estimated from a one-time application of control charts. then it is 
doubtful whether the estimated standard deviation will capture the 
variation in process outcomes which might occur from one run to the 
next. or which might occur as a result of incoming materials to the 
process changing, or which might result from changing crews, etc. In 

these cases, reliance on Cp and Cpk to describe process capability is a 
doubtful, if not worthless, pracfce. 

The calculation of either of the two capability indices also 
assumes that the distribution of measurements closely resembles a 
normal distribution. This information on the process is only available 

by actually constructing a histogram of individual results to understand 
the shape of the distribution of measurements. Further. one would ne.ed 
to closely question an organizational practice which required a value of 

Cp or Cpk to be reported on all measured outcomes from a process. Many 
measurements on a process could not reasonably be expected to behave 
according to a normal distribution. The amount of impurities or time to 
breakage are two examples where process measurements typically have 
a skewed distribution. 

Capability indices provide summary measures of how current 
process performance compares to some stated specifications. However, 
their use as an aid to directing or ~rioritizing improvement efforts is 
limited. For example, when Cp or Cpk are reported as summary results 
of a process, the focus of study is often on the results of the process. 
rather than on the ' haracteristics which need to be studied to improve 
the results. The sources of variation contributing to process results 
needs to be worked and ~tudied. Yet, implicit in the use of capability 
indices is that the correct characteristics of a process to be measured 
are known. This knowledge will only come from considerable process 
understanding. Even if there exists sound reasons for investigating the 
characteristic under study, the behavior of this characteristic, in terms 
of the ability to target the characteristic at the correct average and 
maintain the characteristics at small levels of variability, are not well 
described by either of the indices. 

It is, unfortunately, common practice in many organizations to 
state goals for Cp or Cpk for many, if not all, processes. In light of the 
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above limitations and assumptions about the use of the indices. such 
practices do not provide the kind of management necessary to improve 
process behavior. Such goals for Cp or Cpk (like goals about 6-sigma) 
are just that. goals. They provide no direction on how or where to work 
to improve the value provided by a process. 

5.6 An Example of the Process Use of Range and X-bar Charts 

Particle board is an industrial product which is produced and sold 
by manufacturing plants or divisions to other industrial companies. 
These companies then process these boards and create products which 
go to other industrial users or to final consumers. In common with 
other industrial products, particle boards have numerous important 
features. characteristics, or attributes. These range from physical 
properties. such as internal bond, to required characteristics of surface 
conditions, such as flatness, smoothness, and moisture retention. 

• 

The manufacturing process takes wood chips and other materials 
and converts these into a finished product. A block flow diagram of a 
manufacturing process for particle board is shown on an accompanying 
page. The process begins with the specification and purchase of wood 
on the front end. Raw materials are moved through milling and drying, 
through blending, where resin, wax, and urea are added, and through the 
forming machine where multi-layered mats are put down and taken to 
the press where the mats are pressed into a particle board. Boards are 
then allowed to cool, after whlch they are sawed and sanded and 
packaged and then moved into storage. 
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The flo·.v diagram depicts iile physicai process flow; however, 

important aspects of the process are not represented or displayed on 
that diagram. How the work is to be performed is not represented; raw 
material requirements and specifications. and equipment conditions are 
not described or stated. Flow rates and volume parameters are not 
det:ned and neither are the required in-process characteristics as the 
material moves from one department to another. Operational 
definitions have to be provided for process parameters, work methods. 
machine settings, and material characteristics. These comments are 
only to reinforce the statement that flow diagrams, in and of 
themselves, are incomplete. Additional description is needed. It is 
among these elements that explanations for special or assignable cause 
are often found. Oftentimes, process information of this type can not 

immediately be had or displayed upon demand. It frequently is compiled 
only after managers, engineers, and operators begin to do the work and 

discover that information is lacking in one or more respects. 
In this brief application, the measurement is on mat weight after 

the completed mat emerges from the former (a machine which "lays" 

down the chips to create a mat to be pressed). For purposes of this 
discussion, the mats may be pictured as being several inches think, 

several feet wide, and twenty feet long. The ability of the former to lay 

down the correct amount of material in a correct and uniform pattern is 

important for creating consistent final board properties after a correct 
press operation. Process operations upstream from the former affect 

the ability of the former to correctly and consistently produce 

conforming mats. Consistency of material properties, moisture and 

density, are important in achieving target mat weight, which changes 

from product to product. There will in fact be variations within mats 
and between mats. Variations within mats are created by certain 

process factors; variations between mats are created by these and other 
process factors. The general point being made is that managers. 
engineers, and operators must immediately begin thinking about their 

process in terms of variations, within part, part to part, product source 

to product source, time to time, and in other useful ways. The concept 
of variations and process reasons for the variations are essential to 

process analysis. Knowledge of process reasons for variations is 
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almost always incomplete; process improvement begins with this 
understanding and this incompleteness. 

Measurements on mat weight for process evaluation are obtained 
by automatic measurement methods which read and store mat weight in 
pounds per cubic foot. For this example problem. one reading per mat is 
used to represent the mat weight. The sampling plan used creates one 
subgroup of five mat weights (n=S) each hour by taking one mat every 
twelve minutes. Weights for individual mats are recorded and the range 
and average of the subgroup of five each hour are computed and reported. 
Here, as in any and all uses of charts for process analysis, a distinction 
must be made as to those factors that affect the within subgroup 
variation and those factors that tend to affect variations between 
subgroups. In this application, within subgroup variations are created 
by the way in which process factors fl!Jctuate or act within an hour's • 

time. Between subgroup variations are created by norlT'al process 
variations and by those process factors which tend to become active in 
unusual ways from hour to hour. 

In overly simple terms, points out of control on the range are 
driven by unusual variations or inconsistencies in those causes which 
tend to operate within subgroups. The average value, A-bar, of the 
effect of these sources, is used to judge the variations in the X-bar 
chart. The formulas for the control limits on the X-b~r chart make 
specific use of the average range. Out of control conditions on the X-bar 
chart are .ecognized by variations on that chart that exceed the average 
variation experienced within subgroups; again, the use of the average 
range in the control limits for X-bar should be noted. Inconsistencies or 
abnormalities for causes or factors that tend to become active between 
subgroups result in out of control conditions on the X-bar chart. 
Sources or factors of this general type or nature are described as 
driving long-term variations. A clear implication of these ideas is that 
the responsible manager understand the sampling and measurement 
strategy relative to the factors or causes shown on cause-effect 
diagrams. The effectiveness of chart applications is diminished by a 
lack of understanding regarding where the variations in particular 
causes are likely to i:>e revealed. Subgrouping strategies and further 
discussion regarding subgrouping and its importance will be discussed 
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in a later chapter. However, it is important to begin to develop the 
ideas as to within subgroup and between subgroup variations and their 
causal strucf.ure early in learning about correct and productive use of 
charting tl}chniques. The reason for knowing these causal structures 
must b~ ~iear to the process manager. Knowing the causal structure and 
identifying factors as tending to act within and between subgroups aids 
in the development and practice of identifying and removing assignable 
causes, but it also constructively builds knowledge regarding variation 
sources and supports informed decision making for achieving effective 
process improvement. 

As previously discussed, subgroup range values reflect certain 
sources of variation which must be understood according to the 
sampling strategy and according to the manner in which process .. 
variations behave. For this example where the sampling scheme selects 
five mats per hour, the within subgroup variations are created by those 
process sources producing within mat variations and mat to mat 

variations over the course of one hour. Hour after hour, the deviations 
in the five mats yield range v2lues for each subgroup. These values 
fluctuate according to causes operating consistently within an hour. An 
assignable cause may result in the deviations among five mats being 
unusually large. Unusually large deviations of course are recognized by 
points on or above the control limit on the range chart. Within mat 
variations are perhaps most influenced by process settings, 

maintenance status, and operational conaition. Mat to mat variations 
occurring within one hour are affected most significantly on a "common" 
cause basis by "short-term" changes in material characteristics, in 
particular density and moisture changes. Change in material 
characteristics are created, in turn, by properties of incoming wood 
materials, screening and milling equipment and practices, and the 
addition of resins and waxes. The magnitude of the average range val~e. 
computed from hourly range values taken over an extended period of 
time, reflect the effect of these process conditions. The stability, or 
lack of same, indicates the consistency with which the process creates 
material of the same bulk density, and of consistent moisture, and the 
consistency of the mix and application of resin and wax. l:iconsistency, 
or lack of control, in the range chart indicates that process factors 
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which act on the process within an hour's span of time are not 
consistently practiced or achieved. Again, reasons for this 
inconsistency would be found in methods, equipment, and material 
variations and the inconsistent practice and operation of these factors. 
Common cause variations, measured by the average range for a 
controlled process. are those things which produce variations on the 
range chart hour after hour. Obviously, the purpose of these somewhat 
detailed points is not to teach the reader how to make particle board; 
the purpose is to demonstrate ways of thought which are necessary for 
proce~s control and improvement. 

The X-bar chart, which contains values for hourly subgroup 
averages, measures those process effects which play out in the short 
and long term In this application, fluctuations of the averages for five .. 
mat weights are affected by what happens within any one hour and by 
those process inputs that tend to reveal their effects in periods of time 
that exceed one hour. 

Successful pract!ce in applying these charts to process control, 
study, and improvement requires that the manager, engineer, and 
operator begin to know and understand those process reasons, shown on 
the cause-effect diagram, that can and do reveal themselves in common 
and special causes in the within subgroup sampling scheme. The 
variations from hour to hour are represented by r.iovements in the points 
on the X-bar chart. These variations are judged to be stable 
(predictable) when they do not exceed the variation captured by the 
within subg1 oup variation. The average value for the range represents 
the magnitude of the within subgroup variation. 

Data for demonstration and discussion of the above points are 
plotted on the accompanying page. Results are plotted in two formats. 
On the left side of the page, the sample data are plotted in production 
sequence, hour by hour. On the right side of the page the data are 
plotted by crew identification with correct production sequence 
maintained within data plot for a crew. 

The range chart is plotted first. That chart, on the left side of 
the accompanying page, indicates that the variations from mat to 
mat within an hour are c.onsistent. That judgment is made because 
of the absence of signals as to the presence of assignab!e causes; 
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there are no points on or outside the limits and there are no specific 
patterns in the plotted points. The average range is 0.04. 
Consistency does not say that the average range is small or large; 
consistency does not imply that customer requirements are or are 
not being met. The judgment is simply a statistical one that reports 
on the consistency of the effects of the observed variations 
typically occurring within one hour for mats separated by twelve 
minutes. The range data indicate that the same within hour 
deviations in mat weight are achieved and maintained regardless as 
to which crew is operating the process. 

The X-bar chart contains signals as to the presence of 
assignable causes. There are numerous points outside the control 
limits for this chart. Variations in X-bar are driven by those kinds 
of things which produce within subgroup variations and, potentially, 
by those things which occur between subgroups that produce 
variations larger than experienced within subgroups. In general, the 
presence of assignable causes affecting subgroup averages is 
recognized by observed variations exceeding that predicted or 
captured by the average range. The plotted points themselves 
contain no clue as to why large variations exist. Reasoned 
experience, careful logs and notes, other data, or sample data 
organized according to different criteria than that originally used 
will be necessary to begin to suggest reasons for the larger 
variations. Process knowledge and understanding may be gained by 
then verifying the suggested reasons for unstable variation through 
further study and data collection. 

In this instance, the original data on mat weights are retained 
on an hourly basis, but are plotted by crew. The revised data are 
again plotted by range and by average. The pattern in the range chart 
does not reveal any differences for within hour deviations for the 
different crew operations. However, the X-bar chart clearly reveals 
that crews operate to different average values. Use of the common 
value for average range to put limits on the respective X-bar charts 
provides other information. Within themselves the crews operate in 
a stable fashion, although the crews, as stated, run or operate at 
different average values for mat weight. 
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U;:> to this point, the following information has been gained about the 
mat weights. First. within hour deviations in mat weight are consistent. 
regardless of operating condition or crew. Secondly, the plant as a 

production source. produces mats that are not in control with respect to 
the average mat weight; the presence of an assignable cause has been 

identified. Third, crews produce mats to ditferent average weights. 
Fourth. each crew, with respect to itself, produces consistent mat 

weights. It would be too easy to claim that the reason for the assignable 
cause can be associated with crew practices. While that may be the case. 
the reasons as to why crews run in a consistent fashion to different 
averages remains to be discovered. It may be a lack of uniform operating 
procedures; it may be due to differences in raw material which can be 

handled in other ways, it may be due to differences in equipment 
• conditions above and beyond what individual crew management can affect. 

Process investigation, conjecture, experimentation, and verification 
remain to be completed. 
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5. 7 Effective use of R and X-bar charts 

In considering applications of R and X-bar charts, the manager 
should have in mind the purpose or purposes which the chart is to serve. 
These and other types of SPC charts can be employed in various ways 
and for various means. These applicatons, as discussed elsewhere. 
derive from several intentions. These purposes may be briefly 
described as: 

1) The charts serve as a signaling system which indicates the 
presence of assignable causes. 

2) The charts are used to help judge the effect of deliberate 
process changes. The plotted information provides data for 
comparing process outcomes before and after a process change. 
The charts pro\'ide evidence as to the magnitude, direction. and 
stability of the effects of the process change. 

... 

3) After a process change is in place and verified as to its effect, 
the charts provide an ongoing confirmation that the change is 
maintained. In this respect, the charts support holding or 
maintalnlng a gain achieved by a previous process change. Over a 
period of time. of course, this purpose merges into that of 
maintaining control. 

4) The charts provide a data representation by which operators, 
engineers, and managers can begin to discover, evaluate, and know 
the effect of various sources of variation. The purpose of knowing 
is the intention to apply the knowledge to improve the process. 
The intention is to understand the sources of variation and their 
impact upon the quality variable, and to gain information as to 
which sources should be attacked in order to reduce or eliminate 
their effect upon variation, either 5hort or long term. 

The purposes listed above are not naturally mutually exclusive. For the 
knowledgeable manager, engineer, or operator, the charts can serve 
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several purposes simultaneously. In that spirit, these various purposes 
deserve further discussion, individually and collectively. 

Obviously, one purpose is to assist an operator. engineer, or 
manager in maintaining good control over a process. Control is here 
defined as the identification and removal of assignable causes, 
assignable causes which are defined by a particular sampling or 
subgrouping strategy. In these applications, baseline dat~ are collected, 
out of contra! conditions are identified, and work is begun with the 
purpose of preventing these assignable causes from occurring in the 
future. In practice, there is often confusion regarding this purpose; 
engineers or operators may see a process go out of control, make an 
offsetting change ir. one Oi mon~ prncess parameters and mistakeniy 
consider that ·control" has been gained. This is in fact a tactical and 
logical error in both process control and improvement work. Practices 
of this type build a culture that works against process control and 
improvement. Obviously, it may be necessary to make such offsetting 
changes, but it is absolutely necessary that the accountable 
management, engineering and operator group look for, verify, and 
eliminate the root causes of those out of control conditions. 
Management has the responsibility to assure that this practice in 
correct process management be in place. 

Correct practice in organizing and doing work for obtaining and 
managing process control will involve an ongoing study of the process. 
Managers, with the assistance o~ engineers and operators, will have 
constructed verified process flow diagrams indicating how, when, and 

where work is done. Cause and effect diagrams are constructed. These 
diagrams contain verified information regarding relatieinships of 
critical input variables and the outcome of interest. Items listed on the 
cause-effect diagram call for specific work; this work is to describe 
the nature, type, and degree of the relationship between each item and 
the required effect. In particular, work is indicated and required where 
information regarding relationships or effects is missing or wrere 

suspicions about the actual existence of these relationships and effects 
are unconfirmed. Priority can be assigned to these investigations on the 
basis of managerial criteria. Charting work should have confirmed 
operating variations and levels for key input variables. Work methods 
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are examined, tested, verified, standardized, and practiced in a 
consistent manner. Maintenance issues will have been addressed, 
corrected, and improved. 

It will be necessary to plot and study process outcome results. 
However, it would be insufficient, and possibly misleading, to only plot 
and study data taken from inputs and practices which are known to be 
important. There are several reasons for this. First, all critical 
variables, key methods, and protocols may not be known at any 
particular stage of process analysis. In the absence of knowledge or 
experienced suspicion, nothing remains but to observe and control 
"everything," an impossible situation. Second, it may be that all input 
variables and parameters are maintained at recommended levels and 
that known important methods are practiced according to recognized • 
standards, but this information does not by itself provide data by which 
outcomes or results may be observed and judged. It will not be possible 
to know the effects of process parameters without studying the 
outcome variables. Although it will not be possible, in general, to 
verify a causal relationship by observational practices alone, 
observation, conjecture, and correlation are essential for building 
process knowledge. Suggestions, experiments, and verification follow. 
Third, it will not be possible to identify variations in materials, 
machines, or practices which contribute to the presence of out of 
control conditions without observing outcome variables. 

As the type of work described in the previous paragraph proceeds, 
the process will be made predictable; that is, it will be brought into a 
state of control. Values for the quality, or output, variable are 
gradually described by the range and average chart in terms of achieved 
variability and average. As the process becomes stable or predictable 
in terms of these values, information regarding standard deviation, 
average, and histogram shape begin to be credible. Information obtained 
in these endeavors will be used in establishing control and rescue 
protocol and will provide knowledge to support process control. 
Knowledge gained in this work will afford some information on which 
decisions for process improvement work can be based. 

Predictability. or control, is an ongoing concern and must be 
constantly addressed. Processes of course do not naturally remain in 
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control. Data collected and plotted in an ongoing manner support good 
control: the plotted points enable one to see where the process is or 
where it might be headed. The plotted points reveal the presence of 
assignable causes, according to a defined sampling strategy. The 
removal of these assignable causes is necessary in order to effectively 
gain control over the process. The simplicity and directness of the 
preceding statements give no hint of the discipline and amount of work 
required. Successful applied practice of these ideas requires that 
several considerations be in place. Managerial intention to run these 
processes in control must be communicated and appropriate behavior 
practiced. Line supervisors, operators, and process engineers must 
know how to measure, sample, evaluate, and act and must know that 
these duties are expected of them. Verified process knowledge must .be 
in place, deployed, and consistently practiced; in this interest, 
extensive process knowledge must be built. For example, knowledge 
must be in place regarding past and current behavior of key input 
variables and work practices. The effects of variations in these 
variables or methods will have to be known in order to know which ones 
are critical for close tolerances and standard practices. Practical 
operating knowledge must ~e in place, or must be developed, regarding 
potential or actual out of control conditions and correct changes or 
adjustments in appropriate inputs or practices be tested and verified. 
Successful process management over a period of time begins to assure 
that these practices and knowledge be in place. 

Charts on outcome variables are often assumed to be capable of 
serving as part of an engineering •feedback· mechanism. This is 
sometimes practical and useful, but it is very much process dependent. 
It is often thought that the purpose of ·charting· is to represent the 

current process condition; the process is out of control or is tending 
toward that condition. Used in this way, the charts serve as part of a 
"feedback· mechanism for a manager, engineer, or operator as to the 
control status of the ongoing process. But, results in this mode are 

often disappointing. The charts are thought to provide clues as to when 
to leave the process alone and when to make an· adjustment in those 
situations where the charted information can be realistically used as a 
feedback mechanism. In general, the sampling measurement 
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methodology which provides data for these charts and the statistical 
limits provided are not useful as part of an engineering feedback control 
system. The assumptions underlying such suggested uses are vast. 
unstated, and unconfirmed. The limits, for example, say nothing about 
which process variables should be manipulated in order to maintain a 
certain level. Other knowledge and association may be missing; the 
statistical limits previously defined are not related to the time lag or 
other process dynamics, all of which are necessary in order to construct 
and operate a successful engineering feedback mechanism. Even 
rewarding practice of the above may be self-defeating in an 
improvement sense. People become confused as to the rationale for 
using the charts. Control as defined in this monograph does not mean 
"keep it between the limits: Control, again, means identifying 
assignable causes, often by changing sampling and measurement 
strategy, and learning the root causes of reasons for those assignable 
events, and then removing or permanently nullifying the effects of those 

causes. 
A mature and experienced process view appreciates that charts on 

process output represent checking with the results. The chart on the 
outcome variable is a check on process management through the quality 
of the outcome. The process to be controlled is revealed by those items 
listed on the cause-effect diagram. Output or outcome data enable one 
to "see" if appropriate conditions are maintained on critical cause 
variables. Process control, however, is maintained by managing the 
crucial cause variables at appropriate values and conditions. These 
critical variables should be plotted to reveal their behavior and to 
provide information by which to check the effect of their behavior on 
the outcome variable. Out of control or potential out of control 
conditions are corrected or circumvented by correction of these primary 
cause variables. Successful control often requires that specifications 
on material, methods, and machines be evaluated, verified, and then 
consistently followed or practiced. 

For purposes of control, the dominant issue for management, 
engineering, and operations is "Are the essential cause factors known 
and are they managed correctly and consistently?" which is where 
appropriate energy and direction should be given. Understanding clearly 
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the management of the common cause system provides the base of 
support from which process improvement flows. It is in these terms 
that the charts are best used for "control." Process management using 
only results data without knowledge of the common cause system 
provides for only reactive behavior in a control sense and suggests that 
knowledge and impetus for improvement will be lacking. 

As indicated in the purposes described previously, SPC charts can 
serve as powerful barometers of the effectiveness of process change. 
However, process change must be supported by successful proce~s 
control, since the ability to judgment of the sustained effects of a 
process change will be uncertain in the presence of an unpredictable, or 
out of control, process. Effective charting discipline for process 
evaluation requires that process information be plotted over time • 
periods during which both common causes and special causes have the 
opportunity to make themselves known. Verification of consistently 
practiced process knowledge is provided by charts which remain in good 
control over these changing conditions. Baseline data may indicate that 
assignable causes must be removed from the process before the effects 
of a process change can be studied. 

Once the process is in good control according to a defined 
sampling strategy, process changes may be recommended to affect 
sources of common cause variations; the intent of these changes may 
be to reduce short-term variation, to move the average to a more 
favorable value, or to remove long-term shifts in run averages. The 
specific nature of the intended effect should be defined. Process 
changes, of course, are rooted in machine changes or revised machine 
parameter tolerances, changes in material, material characteristics or 
specifications, or in revised work methods or protocols. 

Established charts on range and average will characterize or 
describe the stable process. The previously established baseline data 
are then used for judging the effect of process changes. The range and 
average charts contain data that represent the process as it is prior to 
a specific process change. After the process change is made, data are 
collected and plotted with the measurement and sampling strategy 
remaining unchanged. The "new" data are plotted directly onto the 
established range and average charts. The effect of changes can be 
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evaluated by comparing the new data against the established process 
data. The data plots following the change reveal the effect of the 
process change. Several outcomes are possible; some of these are 
described in the following discussion. The charts may reveal that the 
process change had: 

a. No effect on the process. Evidence for this conclusion is had by 
data plots on either or both of the previously established range or 
average charts that are very similar to data plotted prior to the 
process change. The new data will be consistent with the old and 
the charts will not reveal signs of sustained process change. 

b. The anticipated effect on either the short-term variation or Qn 
the average. 

A decrease in short-term (within subgroup) variation is 
revealed by data on subgroup ranges that plot at a lower average 
value than the average range on the previously plotted R chart. 
The new data would suggest that the average value for the range 
had been decreased. 

A shift in the average or mean value to the new, required 
level is revealed by plotting the new data on the X-bar chart. A 
process moved to a new level will yield data that plot in ways 
that reveal ·out of control· signals on the established average 
chart; complete transfer success of the process change requires 
that the revised process yield data that plot in control but 
centered about the new average value. 

c. A deteriorating effect on the process. It may be that the 
process change has thrown the previous process •out of control," 
but has not resulted in a process that is stable or predictable 
about any value. In this case, it may be that an improved process 
would result if the new process could be successfully practiced, 
that is, brought into control. Again, work would be required to 
address and remove the "new" assignable causes that have 
appeared in connection with the changed process. The change may 

41 



have created process deterioration in other respects; perhaps the 

short-term variation has become larger or the average has shifted 
but to a value not anticipated or wanted. 

·-
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5.8 Chapter 5 Practice Problems 

1. In the bearing manufacturing division cf your company, one of the grinders, Machine NO. 
2325. is believed to be unstable with respect to the bearing sizes produced. !11 order to 
learn about the variability and the average of the process. 35 measurements (five per day) 
of the bearing diameters are taken over a week. Based on the calculated average and 
standard deviation of the 35 measurements, the average diameter of the bearings is 
estimated to be 2.81 inches, and the standard deviation of the process is estimated to be 
.266 inches. 

A plot of the individual measurements taken over time is shown below. 

3.25 

3.00 
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a. What information about the process, that is revealed in the plot. is lost when the data 
are combined into one large data set? 

b. Is the calcuiated standard deviation of .266 inches an appropriate estimate of the 
process standard deviation? Explain. 



c. In order to learn more about the vc;riability and the average of the process. five successive 
measurements of Machine 2325 bearing diameters are taken daily for two weeks: 

Day 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1 
12 
13 
14 

Measurements 

1 2 3 4 5 x Range 
2.763 2.583 2.401 2.614 2.469 2.566 .362 
2.532 2.837 2.878 2.497 2.659 2.681 .381 
2.538 3.114 3.122 2.893 2.836 2.901 .584 
3.033 3.226 2.886 2.846 3.344 3.067 .498 
2.909 2.819 2.808 2.637 2.989 2.832 .352 
2.714 2.654 2.512 2.557 2.936 2.61'5 .424 
2.829 2.697 2.363 2.754 2.437 2.616 .466 
2.583 2.503 2.518 2.609 2.431 2.529 .178 
~~.582 2.918 2.809 2.734 2.798 2.768 .336 
~~.861 3.014 3.089 2.718 2.922 2.921 .371 
3.293 3.147 2.859 2.962 3.177 3.088 .434 
2.892 3.006 2.973 2.811 3.197 2.976 .386 
2.542 2.780 2.573 2.767 2.455 2.623 .325 
2.558 2.836 2.427 2.455 2.462 2.548 .409 

2.7707 .3933 

Construct appropriate control chart(s) to look for changing variation and a changing process 
average. Blank control charts are provided for you. 
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d. Based on the way in which the data were subgrouped. what information is provided in the 
control chart(s) about the process? 



2. A chemical product is produced in large batches. An important characteristic of the 
product is the level of active chlorine in the material. It is suspected that there exist 
two major sourcer- of variation in the process which affect the level of active 
chlorine in the product. One possible source of variation is that the mix of 
ingredients is not the same from batch to batch. Another potential source is that the 
batches may not be thoroughly mixed. In order to study the active chlorine levels. 
three samples from each of 30 successive batches are taken. The levels of active 
chlorine in the 3 samples are measured. The range and the average of the 3 
samples are calculated and plotted on control charts for ranges and means. The 
sum of the sample means is 1.648 and the sum of the sample ranges is .151 . 

a. Compute the control limits for the range chart and, if appropriate. the X-bar 
chart. Put the control limits on the provided charts of the data. 

b. Which of the two major sources of variation is reflected in the Range values? 
c. Which source of variation would tend to cause the range of variation in the 

subgroup averages to be larger than that predicted by the control limits on the 
X-bar chart? .. 

d. From visual inspection of the charts, which of the two sources of variation 
appears to be causing the most variation in the product? 
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3. On a liquid filling line. empty bottles are removed from a case. filled. and then 
capped_ At present. the capping system is not meeting the required cap torque 
specifications of 18.0 ± 3.0. The torque is measured after the cap has been on 
the bottle for at least one hour. in order to simulate the force a consumer will have 
to apply to remove the bottle cap. The bottles that have cap torques greater than 
22 or less than 14 cannot be shipped and must be sent back through the capping 
system. 25 samples of 6 consecutive bottles are taken from the filling line. and 
the cap torque is measured on each bottle. The control charts constructed from 
these data and a histogram of the measurements are provided below. 

a. If appropriate, estimate the process standard deviation. 
b. Is this process capable of meeting specifications? 

• 
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Histogram 
of Cap Torque Measurements 
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4. In the production of steel bars. square billet stock is heated and rolled. After the 
bars are cut to length and straightened. they are shipped to one of two 
converters where they are sized. Your plant requires the following size 
specifications to be met by the two converters: 8.75 ± .025. After the steel bars 
are sized at the converters. they are returnee; to your plant. where they are stored 
in lots. The lots generally consist of a mixture of the steel bars sized at the two 
converters. Prior to shipping to your customers, a final inspection is performed 
where a sample of bars is inspected for defects and size data is collected on the 
sample. Because of recent claim~ by c.-ustomers that the steel bars are not 
meeting !he size specifications. 10 bars are randomly selected from each cf 20 
lots and measurt!d. 

Measurement 
1 2 3 4 5 2 7 a ~ 1Q X-bar Range 

8.760 8.749 8.743 8.793 8.772 8.779 8.743 8.741 8.779 8.775 8.7634 0.052 
8.780 8.781 8.743 8.757 8.760 8.778 8.760 8.732 8.767 8.742 8.7600 0.049 

• 8.757 8.779 8.753 8.768 8.722 8.786 8.770 8.775 8.779 8.774 8.7663 0.064 
8.779 8.769 8.730 8.771 8.774 8.774 8.758 8.752 8.746 8.779 8.7632 0.049 
8.772 8.749 8.753 8.755 8.784 8.775 8.789 8.778 8.784 8.751 8.7690 0.040 
8.?64 8.772 8.755 8.760 8.787 8.766 8.785 8.783 8.752 8.737 8.7661 0.050 
8.738 8.774 8.783 8.781 8.762 8.746 8.777 8.780 8.771 8.776 8.7688 0.045 
8.785 8.736 8.782 8.787 8.760 8.756 8.737 8.762 8.745 8.754 8.7604 0.051 
8.782 8.785 8.775 8.761 8.781 8.777 8.782 8.751 8.750 8.744 8.7688 0.041 
8.725 8.788 8.776 8.778 8.779 8.l40 8.760 8.749 8.765 8.776 8.7636 0.063 
8.784 8.779 8.782 8.728 8.758 8.741 8.750 8.756 8.757 8.780 8.7615 0.056 
8.778 8.779 8.783 8.775 8.747 8.746 8.788 8.782 8.779 8.776 8.7733 0.042 
8.781 8.745 8.748 8.748 8.742 8.761 8.779 8.'765 8.780 8.776 8.7625 0.039 
8.794 8.743 8.768 8.757 8.747 8.789 8.772 8 774 8.799 8.775 8.7718 0.056 
8.759 8.745 8.739 8.755 8.747 8.790 8.774 8.788 8.766 8.785 8.7648 0.051 
8.759 8.758 8.T!3 8.750 8.740 8.783 8.787 8.768 8.773 8.783 8.7674 0.047 
8.774 8.751 8.737 8.732 8.749 8.740 8.754 8.773 8.777 8.775 8.7562 0.045 
8.770 8.770 8.755 8.763 8.773 8.767 8.754 8.780 8.778 8.741 8.7651 0.039 
8.750 8.759 8.739 8.752 8.759 8.791 8.783 8.773 8.755 8.739 8.7600 0.052 
8.752 8.757 8.784 8.781 8.772 8.785 8.768 8.751 8.755 8.758 a.122J ~ 

175.2985 0.965 



a. Construct the appropriate control charts to analyze the stability of the process. Is 
the variability of the sizing process in control? Is the p;o~ess average :n control? 

b. If appropriate. compute an estimate of the process standard deviation. Determine it 
the process is capable of meeting the specifications. 
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Table 5.2 

Factors For Use With X and Range Charts 

Number of Factors for Range Charts Factor for 
Observations Factor for 

Estimating X Chart in Subgroup LCL UCL cr 
n A2 03 04 d2 

2 1.880 3.267 1.128 
3 1.023 2.574 1.693 
4 0.729 2.282 • 2.059 
5 0.577 2.114 2.326 
6 0.483 2.004 2.534 
7 0.419 0.076 1.924 2.704 
8 0.373 0.136 1.864 2.847 
9 0.337 0.184 1.816 2.970 

10 0.308 0.223 1.777 3.078 
1 1 0.285 0.256 1.744 3.173 
12 0.266 0.284 1.716 3.258 
13 0.249 0.308 1.692 3.336 
14 0.235 0.329 1.671 3.407 
15 0.223 0.348 1.652 3.472 
16 0.212 0.364 1.636 3.532 
17 0.203 0.379 1.621 3.588 
18 0.194 0.392 1.608 3.640 
19 0.187 0.404 1.596 3.689 
20 0.180 0.414 1.586 3.735 
21 0.173 0.425 1.575 3.778 
22 0.167 0.434 1.566 3.819 
23 0.162 0.443 1.557 3.858 
24 0.157 0.452 1.548 3.895 
25 0.153 0.459 1.541 3.931 



Chapter 6 

Variables Data, Continued 
The Moving Range and Individual's Chart 

Before beginning a discussion of control charts for individual 

measurements, it will be useful to review some of the basic tenants underlying 

the use of control charts for process improvement. Statistical control charts for 

ranges and averages of subgroups of size 'n' are based upon a sampling 

strategy that recognizes a common cause system of variation ger.e~ating or 

creating the variation seen in each group of ·n· measurements, or, in other \¥Ords. 

a ccmmon set of causes operating within the respective subgroups. This 

common cause system of variation is thought of as being causes which produc.e 

variation subgroup after subgroup and which have approximately the same effect 

upon individual parts or material whose measurements make up the subgroup. 

The creation of the range chart allows the manager, engineer, or operator 

to examine the predictability and magnitude of the common cause system 

supposedly operating within the subgroups. As evidenced by the fact that the 

average subgroup range is used to construct limits for the average chart, the 

variation between subgroups, seen in the deviations from one subgroup average 

to another, is evaluated against the sources, or causes, creating within subgroup 

variation. Process abnormalities which are active between subgroups are likely 

to be detected by having one or more values of the subgroup averages outside of 

the control limits. These points are taken to be influenced by causes not 

captured or represented by the variation within subgroups and provide evidence 

that assignable causes are, or were, present in the process. 

It is the removal of these assignable causes that permits the process to be 

brought "into statistical ccntrol." In general, however, this necessary activity of 

finding and removing from recurrence the assignable causes does not result in 

process improvement. Process improvement is usually gained by first reducing 

long-term consistent deviations in averages and then by reducing the magnitude 

of within subgroup variations. 
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6.1 Analysis of process data with subgroups of size 1 

There are numerous processes where it is not feasible to create rational 

subgroups of two or more measurements on a process. Examples are found in 

processes where measurements are expensive or require long periods of time to 

obtain. Other situations are found in processes where a measurement is 

available only hourly, daily, weekly, or less frequently. In these situations, it may 

not be possible to form homogeneous groups of measurements fer subgrouping 

purposes. These situations may be found in manufacturing, seivice, t•r 

administrative processes. In a manufacturing setting, two examples in which the 

formation of homogeneous subgroups may not be possible are, one, when large, 

homogeneous batches of material are produced and two when records on 

process parameters such as temperature variability and level, pressure val~s. 

and amperage are to be studied . Administrative examples would include the 

study of average overtime hours per full-time employee, daily utilization rates of 

equipment or other resources, accounting data on shipments and orders, monthly 

number 'lf items produced per direct labor hour, and monthly deviations of actual 

sales from forecast. In each of these examples, manufacturing and 

administrative, only one observation is available to represent a given set of 

circumstances. 

In those situations which have only one measurement available at any one 

condition, there is no way to compute a subgroup range. In the attempt to use 

short-term variations as baseline variability against which to judge long-term 

process movements, a compromise is made. This short-term variation is 

calculated from the average of the absolute values of the deviations between two 

consecutive values. In turn, this average deviation is used to calculate limits for 

the chart of individual values. Calculations are demonstrated by using data in the 

following example. 

6.2 Construction of moving range and individuals charts 

In common with other types of charts for process investigation, initial data 

must first be collected to help baseline a process. This example will deal with 

that initial data set. The data are taken from a batch process producing a 

sterilized, concentrated, baby formula. While there are several important product 

characteristics, only one, the Brookfield viscosity in centipoise is reported in this 
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example. Specification~ on this property are 900 ± 100. Data from 20 

consecutive batches are reported in Table 6.1. 

The sampling scheme for the data of Table 6.1 required that one 

specimen (sample) be taken from a randomly selected position in the completed 

batch. Thus, each reported number represents a finished batch. These 

individual numbers, one per batch, constitute the numbers that will be plotted 

onto the "individuals· chart. That chart requires an average or center line and 

control limits. The average value for the individual values is computed like any 

average. The control limits for the chart for individual values are computed irom 

information on the chart for moving ranges; this computation is discussed in the 

following paragraph. 

As indicated earlier, the moving range is the absolute difference between 

consecutive values. The first moving rang~ recorded in Table 6.1 is the • 
difference between the first two values. So this first moving range, or MR, is: 

MR =976-805 =171 

Once the moving ranges have been calcula!ed for !he baseline data set, these 

values are plotted onto the moving range chart. It should be noted that there will 

be one fewer moving ranges than there are ;ndividual values in the data set. The 

average value for the moving range can be computed as with any other average; 

sum the moving ranges and divide by the number of moving ranges. This 

average moving range, or .MR ,will be: 

MR= 
1477 

= 77. 7368. 
19 

The upper control limit for the chart for moving ranges is computed as if 

subgroups of size two were used, yielding an upper control of 

UCL MR = D 4 MR = 3. 267(77. 7368) = 253. 97 

A completed moving range chart is given in figure 7.1. All values on the moving 

range chart are within the control limits, which provides evidence that the short­

term variation is stable across the time of the study. Since the average moving 

ranpe captures the magnitude of the short-term variation, this average will be 

3 



used to provide a basis for judging the stability of the individual readings of the 

batch process. The quantity: 
MR 

d2 

describes the standard deviation expected in the individual readings if the short­

term variation captures all the variations affecting the individual viscosity 

readings. The limits on the individuals chart reflect this short-term component of 

variation. If additional sources of variation occur over the lon~-term (long-term 

necessarily defined by the time span covered by the baseline data co~lected) this 

additional variation should show up as an out-of-control signal on the· chart of 

individual values. The control limits for the individuals chart are computed from 

the following formulas: 

UCL x = X + 3 (MR I d 2 ) 

LCL,. ·= X - 3 (MR Id•) 

The control chart constant, d
2
is found in the table of control chart constants from 

Appendix A. The value of d 2 = 1.128 is for subgroups of size two and is 

consistent with the use of D 4 for subgroups of size two. The center line and 

upper and lower control limits for the individual readings on viscosity are given 

by: 

. - 17879 
Center Lme = X = --= 893. 95 

20 

UCL = 893. 95 + 3(
77

· 
7368

) = 1100. 70 
x 1.128 

LCL = 893.95-3(
77

·
7368

) = 687.20 
x 1.128 

The completed chart of individual viscosity readings also appears in Figure 7.1. 

All of the points lie within the control limits and an applicaiions of the runs test 

does not indicate any nonrandom behavior in the points. 
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6.3 Effective use of moving range and individual charts 

As with the successful use of other statistical charts for process 

management and improvement, the manager must understand the sampling 

strategy relative to the process causes that create the outcome values. The 

sampling strategy for this process was to select one sample from each completed 

batch; so one value was recorded per batch. The individual observation then 

represents the batch. The moving range captures the effects of several sources 

of variation: measurement, within batch, and batch to batch. Information on the 

magnitude and specific sources of measurement variation can be had from 

studies of the measurement process used to provide viscosity readings. (The 

data collection and methods for studying the variation due to the measurement 

process are discussed in Chapter 8.) The sources contributing to within batch 

variation and batch to batch are process based and process created; it is likely 

that these variations are created by two general sets of variations, those kinds of 

things that tend to make one batch differ from another and these kinds of things 

that tend to result in non-homogeneous batches. An example of the first could be 

found in the amounts and densities of raw material used to manufacture a batch; 

these might vary from batch to batch in unappreciated and unmeasured ways 

and they will tend to result in batches being different. There are other process 

practices and methods which are equipment and personnel related that could be 

added to the list of sources of variation which make one batch different from 

another. Once a particular batch is created, there are also process sources that 

result in batches that are not homogeneous and this within batch variability will 

itself have a certain magnitude and possibly certain fluctuations. The random 

sample selected from the batch and the measurement made on that specimen 

assures that variations in the individual values are due to all of these causes. 

The moving range reflects these variations. 

The average value of the moving range indicates the average deviation 

from one batch to anmher for this process. The upper control limit for the moving 

range chart provides information on the magnitude by which consecutive batches 

could differ from each. Points above the upper control limit for the moving range 

chart reveal abnormally large shifts or changes from one batch to the 

immediately following batch. It is recommended that the usual runs or patterns 

tests not be applied to the moving range chart in checking for stability of short­

term variations. Moving ranges are calculated from consecutive observations 
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and so share an observation in common with another moving range; this 

characteristic prevents these values from being independent, a mathematical 

prerequisite for appropriate use of the usual runs tests or rules. The lack of 

independence between values of the moving range does not significantly affect 

estimates of process variability based upon the average value for the moving 

range. 

Control limits on the individuals chart provide the manager with the 

information to judge whether the process is subject to variations exceeding those 

acting in the short-term, which are represented by the average moving range. 
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Table 6.1 

Viscosity Readings 

~ viscosity Ma~ag Bange 
1 805 
2 976 171 
3 901 75 
4 929 28 
5 927 2 
6 942 15 
7 904 38 
8 804 100 • 
9 874 70 

10 944 70 
11 850 94 
12 941 91 
13 992 51 
14 795 197 
15 952 157 
16 832 120 
17 809 23 
18 878 69 
19 936 58 
20 mm ~ 

Totals 17879 1477 
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Chapter 7 

Subgrouping and Components of Variance 

In the study and improvement of systems and processes. the value of 

statistical analysis depends on the knowledge of those who use the methods, the 

rationale and purpose of the analysis, the alignment of its use with the objectives 

of managers and nonmanagers regarding systems which support quality. 

delivery. and cost. and how timely and relevant the data collected for process 

study are. These characterizations of the value provided by a statistical analysis. 

in turn, depend on the sampling or subgrouping strategy by which data on the 

process are collected. Data collection and its statistical analysis will only aid 
• 

process imprc v ~ment if they provide information for directing work efforts towards 

those cause~ ··:hich result in unsatisfactory process performance. A statistical 

analysis can only provide this direction if the intent to provide this direction was 

understood prior to collecting process data and if this intent guided the manner in 

which data on the process was obtained. The sampling or subgrouping strategy 

is thus tht. major determinant of the quality of information provided by a statistical 

analysis. 

A poor sampling strategy would be one for which there is little 

understanding of how the data were actually collected, or for which the output 

from several sources of product are mixed in manners which may not even be 

well understood, or when the data were gathered at only one point in time and 

thus causes factors present only at some times can't be studied, or when the 

data are collected without due consideration for the activity and effect of the 

sources listed on a cause-and-effect diagram. Typically, data routinely collected 

at inspection stations will suffer from these characteristics of a poor sampling 

strategy. Since this kind of inspection data is usually collected for judging 

process output and without regard for the sources creating good or poor quality 

output, it will not generally be useful for providing information on the causes 

affecting process outcomes. 

The deliberate study of processes with the intent of working on improving 

them is usually a two stage effort. These stages might be called the control 

stage and the improvement stage. In process study, the first responsibility is to 

study the process to know how to operate ~he process in a consistent fashion in 

the presence of the cause factors which may be affecting the process. This 
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statement implies that the cause factors and the nature of their ~ffe~s are 

understood. After a demonstrated ability to run the process in a con!>istent 

fashion, it is the responsibility of management to address methods for improving 

the process. This improvement may take the form of reducing product variation 

or of improving the ability to target the process. The subject of the present 

chapter is to discuss subgrouping and analysis technique~ which will aid in 

identifying and understanding the contribution of sources of variation to product 

variation. 

7.1 Understanding the components contributing to total variation 

Work to address the reduction of process variation depends on the ability 

• to understand the factors contributing to the total process variation. This 

understanding requires the ability to identify the nature and magnitude of the 

sources, or components, acting to contribute to total variation. For example, in 

the production of a porous membrane, a characteristic of critical interest is the 

variation in the pore size of the membrane. The material used to create the 

membrane may be responsible for much of this variation, but the nature of that 

contribution to variation would need to be understood in order to direct work on 

reducing variation. In this instance, the material used to produce membranes is 

received in large containers. Is the variation in pore size largely affected by the 

differences from one container to another. or is it something about the material 

within each and every container which results in variability in the pore size? To 

answer this question information on the relative contribution of within container 

and between container sources to variation would need to be understood. 

As another example, consider the total variation which is observed in the 

fill weights of containers coming off of a filling operation. The filling operation has 

three filling machines and each of the machines has four heads. In assessing 

the magnitude of the variation in the fill weights, it is discovered that the variation 

is way too large. I .. 1 understanding of how to act to decrease this variation will 

require knowledge of the relative contributions of the differences in filling heads 

and differences in filling machines to the total observed variation. 

A third example where understanding the relative contribution to total 

variation is important is in the production of material in a batch process. Of 

critical importance in this batch process is the variation in particle size of the 

material produced. To know how to act to reduce that variation an understanding 
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of the sources for the variation is required. Is the large variation in particle size 

observea within each batch? Or is it that within a batch particle size is fairly 

uniform, but each batch differs so much from the iast that the resulting variation 

across batches is large? Collecting data to answer these questions will require a 

sampling strategy which identifies what the relative contributions of the within 

batch and between batch sources of variation are to total variation. 

The following section discusses a technique for collecting and analyzing 

data to understand the contributions components of variation make to total 

variation. Although the example used to illustrate the study of componen~s of 

variation comes from a batch process, the value of the techniqtJe is not eonfined 

to batch processes. The examples above of producing a porous membrane and 

of evaluating a filling operation provide two other situations where cornponents of 

variance studies might be used. 

7 .2 Study of a Batch Process 

A work team has been organized to study the variation of a given batch 

process. They have constructed a flow process chart and identified the quality 

characteristics of interest for the product. One of the characteristics thought to 

affect final product quality was viscosity of the batch at an intermediate stage of 

processing. The specified range for the viscosity measurement was from 83 to 

85. At the time the work on the process began there was litde knowledge about 

how well tha viscosity was being maintained, so the team decided to determine 

the current process status by taking one sample from each batch in order to 

evaluate the current level of variation and the current average of the process. 

Initial data for the 20 batches studied are given in Table 7.1. Figure 7.1 contains 

a moving range and individuals chart constructed from these data. Since both 

charts are in control, the viscosity appears to be consistent. •. n estimate of the 

standard deviation of viscosity reveal an unacceptably high level of variation. 

a, = MR = 0.605 = 0.536 
dl 1.128 

The natural tolerance, NT, of the process is found to be: 

NT= 6(0.536) = 3.216 
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Since the engineering tolerance. ET, is only 2, the variation in the process is 

much wider than the stated requirements for viscosity. Because of this large 

variation. the work team decided to try and identify the sources contributing to the 

large variation in viscosity readings. 

7.2.1 Sources affecting total variation in a batch process 

In order to direct improveme11t efforts aimed at reducing the variation in 

viscosity readings, the work team needed a better understanding of the sources 

acting to affect total variation. Figure 7.2 is a graphical illustration o~ two possible 

scenarios which may be occurring in the batch process. In the scenario on the 

left side of the page, there is little difference in the viscosity measurements for 

batches one, two, and three; each of the three batches has about the same 
• 

range and centers at about the same average. Thus, the explanation fer the total 

variation in the combined output from the three batches is because of the large 

variation within each of the three batches. In the s~nario depicted on the right 

side of the page, there is a smaller level of within batch variation for each of the 

three batches depicted. However, in this scenario there is a larger difference 

between the three batches. The variation in the combined output in scenario 2 is 

similar to that for scenario 1. But in scenario 2 the explanation for the large total 

variation in the combined output is because of the large difference between 

batches. 

Understanding how the sources or variation, within batch and between 

batch, are contributing to the total variation is important in directing where work 

efforts should be concentrated in order to reduce total variation; different causal 

structures will be responsible for the within variation as compared to the between 

variation. For example, mixing practices of the batch process might be 

responsibia for variations observed within a batch, but would have little effect on 

differences observed on the level of viscosity from one batch to the next. And 

large variations in the amount of a viscous ingredient added in the initial stage of 

production of each of the batches might result in large differences in viscosity 

from one batch to the next without impacting the within batch variation. 

Therefore, if scenario 1 in Figure 7.2 summarizes the impact of within and 

between batch variati0n on total variation, attention •11culd be directed towards 

those sources contributing to the large within batch variability. A similar 
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conclusion would be reached if scenario 2 described the relative contribution of 

within and between batch soLrces to total variation. 

The task of understanding the effect of within and between batch sources 

of variation will require the development of a data collection, or a subgrouping 

strategy. to capture the effects of these two sources of variation. So in order to 

understand within batch variation, multiple readings of viscosity from each of 

several successive batches will be required. And to assess differences from one 

batch to another, readings from many batches will be needed. 

7.2.2 Assessing the stability and magnitude of within batch sources of variation 

The work team decided to collect five samples from randomly selected 

locations from each of twenty successive batches produced. From these data. 

they intended to, first, describe the stability and magnitude of the within batch 

component of variation. The averages and ranges of the five measurements 

from each batch are recorded in Table 7.2. Before considering an analysis of 

these data. it will be instructive to consider the sources of variation which are 

captured by the ranges. Since each of the five measurements in a subgroup 

came from the same batch of material, the magnitudes of the ranges reflect those 

sources of variation active Yli1bin a batch of material. (Large levels of 

measurement variation would also act to increase the magnitudes of the ranges. 

Discussion of the effects of measurement variation, however, are delayed until 

chapter 8.) Of course, the amount of variation within a batch may not be 

consistent from one batch to the next. Thus a range chart will be required to 

decide whether this component of variation, the within batch component, is stable 

across the 20 batches included in the study. This range chart appears in Figure 

7.3. 

Since the range chart of Figure 7.3 is in control, there is no evidence that 

the within batch variation :s inconsistent. The magnitude of the within batch 

variation can be estimated by calculating an estimate of the standard deviation 

for within batch variation. This co nponent is found by: 

• - • - R - 0. 775 - 0 333 
(J -CJ------

wnlun • d2 2.326 • 
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Care should be exercised in interpreting this standard deviation; it does not 

represent the total variation in the batch process Clearly, this component, the 

within batch standard deviation, dues not capture all of the variation in the 

process, since the between batch component of variation also impacts total 

variation observed in the combined output from the batch process. 

7.2.3. Assessing the stability and magnitude of between batch sources of 

variation 

The data collection strategy usnd to generate the data in Table 7.2 can 

also provide information on the between batch sources of variation. This 

infoilllation is available by analyzing the behavior of the batch averages. Since 

each average is an estimate of the average level of a batch, the differences 

between the batch levels will be reflected in the variation observed in the 

averages. Thus, an arialysis of the batch averages will provide information on 

the between batch component of variation. The appropriate method for 

performing this analysis needs further discussion. 

.. 

Typically, when evaluating the stability of a process level using an X-bar 

chart, the control limits for this chart are calculated using the average range from 

the R chart. However, in the present instance, this average range only captures 

within batch sources of variation. Yet, the intent in analyzing the batch averages 

is to evaluate the stability of the between batch source of variation. Thus, the 

limits on the X-bar chart should reflect common cause sources of variation 

affecting the between batch component of variation. In other words, what is 

required is a technique for deciding whether the between batch component of 

variation is stable over time or whether at some timtt or times a large difference in 

one or more batches can be concluded to be the result of a special cause acting 

on the batch levels. 

In order to arrive at a meaningful way of evaluating the stability of the 

between batch component of variation, moving ranges of the batch averages 

have been calculated. Table 7.3 contains these moving ranges. The data in 

Table 7.3 includes the batch averages which already appeared in Table 7.2. 

Thus, the moving ranges calculated from these batch averages capture the srort­

term variation which is observed between batches. Of course, short-term batch­

to-batch variation is not the only source of variation captured by the moving 

ranges. The batch averages are also be sui:>ject to variation from the ,sources of 
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variation driving the within batch component of variation. Therefore, a description 

of the sources of variation affecting the moving ranges would be that the 

magnitude of the moving ranges reflects both the within batch and the short-term 

between batch sources of variation. 

Figure 7.4 contains the completed moving range chart. The calculations 

necessary for completing this chart are provided in the box below. 

Calculations for the moving range chart 

of Figure 7.4 

Since two averages are used for calculating each moving range, constants 

for samples of size n=2 are used. • 

MR= 0.606 UCLMR = D4 MR = 3.267(0.606=1.98) 

LCLMR -none 

Since the mcving range chart is in control, it can be concluded that short-term 

between batch variation appears to be stable. Using the average moving range, 

the control limits for the chart of batch averages can now be calculated. The 

calculations necessary to complete this chart appear in the box below. 
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Calculations for the X-bar chart 

of Figure 7.4 

The standard deviation for batch averages is found from: 

MR= 0.606 =0.537 
d2 1.128 

The center line for the X-bar chart is the ave:age of the X-bars. 

x =83.95 • 

The control limits for the X-bar chart are found by adding and subtracting 

from X three standard deviations of the batch averages. 

3(0.537)=1.611 

UCLx = 83. 95+1.61 = 85.56 

LCLx = 83. 95-1.61=82.34 

Since the completed X-bar chart is in control, it can be concluded that the 

between batch component of variation is stable over time. Stated another way, 

neither the short-term nor the long-term batch-to-batch component of variation 

appears to be subject to special cause sources of variation. 

Now, just as with the within batch component of variation, it will be useful 

to have an estimate of the between batch component of variation. This estimate, 
0-b • will be based on the calculated standard deviation for the batch averages. 

The formula for calculating the standard deviation of the between batch 

component of variation is given below: 

8 



where the value used for n here is the number of observations used to calculate 
each batch average; thus, n is equal to five. The within batch standard 
deviation, a • . was previously estimated to be 0.333. So, the between batch 

standard deviation is found to be: 

7 .2.4. Describing the contribution ~f within and between batch sources of 

variation to total variation 
• 

Using the estimates of within and between batch variation, an estimate of 

the total variation of the batch process ca~ be made. This estimate uses the fact 
that the total variance of the batch process is found by summing the variances of 

the within and between batch components. Thus, the standard deviation for the 

batch process is found by: 

&, =~a;+&! = ~{.516)2 + (.333)2 =.614 

This standard deviation, &, , is an estimate of the same quantity as the process 

standard deviation estimated from the moving range chart of Figure 7.1. The 

process standard deviation estimated from the moving range chart in Figure 7.1 

was based on taking one sample from each of 20 successive batches. The 

process variation calculated above was found by first estimating the two 

cor .1ponents contributing to lhe total process variation and then using these two 

components to arrive at~,, estimate of total process variation. 
' 

Another way of capturing the relationship between total batch process 

variation and the within and'betwee:i batch components of variation would be to 
' 

, write the relationship in terms of the total, the between, and the within variances. 

' In other ware's, the relationship could be described by: 
' ' 
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The values of the above variances are found to be: 

<r. =.377145 

~ =.266256 

a: =.110889 

The description of total, between, and within variation in terms of the variances is 

useful as it provides a way of thinking of the relative contribution of the 

components to the total variation. In this example, the within contribution 

accounts for about 30% of the total variation. This percentage is found by: 

~ x100% = .1 l0889 x100% = 29.4% <r. .377145 

Since 30% of the total variation can be attributed to within batch variation, 70% of 

the total variation can be accounted for by the differences between batches. This 

statement impi.es that reducing the variation in viscosity readings between 

batches promises a greater reduction in the variation of the batch process than 

working on within batch sources of variation. The work team addressing the 

variation in viscosity readings, would now be directed to examine the causal 

structure affecting batch-to-batch variation. 

7.3. Summary of the analysis of components of variance 

The analysis of the components of variance for the viscosity readings from 

a batch process required several stages of plots and calculations. To aid the 

reader in recalling the flow of the work in analyzing the components of variance, 

a flow chart of the steps of the analysis are captured in Figure 7.5. As a means 

for summarizing the work done on viscosity readings and for providing a 

description of the work required for studying components of variance in other 

situation, a step-by-step discussion of this flow chart is provided. 

Step 1 of the flow chart contains a description of the type of data required 

for analyzing the between and within components of variation contributing to total 

variation. In studying a batch process, the data necessary are repeated readings 

of 2 or more from each batch. The letter n in the flow chart refers to the number 

of readings collected from each batch. Then readings from each batch form the 
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subgroups; ~subgroups are formed. In other words, repeated readings are 

taken from each of k batches. How the k batches studied are selected is an 

important decision, since this decision will affect the kind of information that is 

obtained about between batch variation. At least 20 batches should be selected. 

However. more important than the consideration of the total number to be 

studied, say 20. is how the 20 are selected. The k subg:-oups should be chosen 

so that the sources of variation thought to affect batch variation have a chance to 

be active. For example, it may be supposed that a change in raw material source 

will affect between batch variation. But if the k subgroups do not include batches 

from different raw material sources. then the data will not capture the effect that 

raw material variation has on between batch variation. 

Although the first as well as succeeding ste;>s are written as a description 

of studying batch processes, the same data collection strategy can be used foi;. 

studyi · ,g within and between components for other types of processes as well. 

For example. in section 7 .1 a process for making porous membranes was 

discussed. In this process it was of interest to understand the variation in pre 

size which can be attributed to container-to-container variation and that which 

can be attributed to within container variations. Data collected to understand 

these two sources would consist of n repeated membranes made from the same 

container being studied for pore size; and these repeated readings on pore size 

would need to made for k different containers. 

Cnce the data are available for analysis, the next step, step 2 on the flow 

chart, is to construct a range chart from the ranges of each of the k subgroups. 

The constant used to find the correct value of 04 is n, the number of readings in 

each subgroup. The range chart is used to evaluate the stability of the within 

batch, or within subgroup, component of variation. If this range chart is out-of­

control, then work needs to be directed at discovering why the within subgroup 

variation is inconsistent. A cause-and-effect diagram which captures those 

sources of variation which affect within subgroup variation will be helpful. If the 

range chart is out-of-control, .ne cause-and-effect diagram can be~ 'u·ored to 

provide some direction for investigating those sources which may be acting 

intermittently to create unstable variatiori within the batches. 

If the range chart is out-of-control, it is not possible to continue the 

analysis to investigate the between batch component of variation. Stated in 

another way, it is inappropriate to construct the moving range chart of the batch 

averages if the range chart for within subgroup variation is out-of-control. There 
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are two ways that the reasons for not doing the moving range chart can be 

though about. One is that statistical theory does not provide a way for evaluating 

the moving range chart of batch averages when the within subgroup variation is 

unstable. The second v:ay of considering the issue is from a more pragmatic 

view point. Since the range chart was out-of-ccntrol. the personnel working on 

the process already have provided a direction for future work; the current 

responsibility is to discover and correct the reasons for the unstable within 

subgroup variation. 

Step 3 on the flow chart is the estimation of the within subgroup or within 

batch standard cieviation. (Of course, i! would not be appropriaie to estimate this 

component of variation if the range chart had been out-of-control.) The value of 

d2 used in the formula of step 3 corresponds to n. the number of readings in 

each of the subgroups. • 

Step 4 of the flow chart is to construct a moving range chart from the 

subgroup or batch averages. It should be noted that the value of 04 used to 

calculate the upper controi limit corresponds to the one for samples of size 2. 

This value is used since there are two r.umbers (two averages) used to calculate 

each moving range. This moving ~ange chart is done in order to evaluate the 

stability of the short-term batch-to-batch variation. If the flow chart in Figure 7.5 

were being used to evaluate the variation in the pore size of the porous 

membrane, then the moving range chart would be a method for evaluating the 

stability of the short-term between container variation. In both cases, if the 

moving range chart is out-of-control. then work should be directed towards 

identifying the reasons for the observed instability. For example, if the moving 

ranges of the average viscosity readings had shown evidence of inconsistency. 

attention would be directed towards identifying why at some times one or more 

batches is very different from the others. And if the moving range chart is out-of­

control, then it would be inappropriate to construct the X-bar chart. 

Step 5 in the flow diagram is to construct the X-bar chart. This chart gives 

information on the stability of long-term between subgroup, or between batch, 

variation. For example, if there were trends or cycles in the batch averages, this 

X-bar chart should show evidence of this special cause. 

If the X-bar chart is in control, steps 6 and 7 of the flow chart can be 

completed. These steps provide the formulas for calculating the between and 

total components of variation. The final step, step 8, provides the formula for 

calculating the percentage of total process variation due to within subgroup 
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.:ources and between subgroup sources of variation. These percentages are 

helpful in prioritizing work for improving the process. If within sources of variation 

are the major contributor to total variation, then attention needs to be directed at 

those causes affecting within variation. For example, in the viscosity readings on 

a batch process. investigating within sources of variation might involve an 

investigation of the mixing procedures of the batches since poor mixing might be 

one of the reasons for large variations in viscosity within a batch. 

• 
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7.4 Chapter 7 Practice Problems 

1. Bottles of shampoo are filled on an automatic line using a five-head filler. You 
have been assigned to the team responsible for analyzing the process. 
determining process capabilities. and recommending ways in which to improve the 
process. In order to begin a S!udy of the fill weights. you have decided to check the 
calibration of the scale and to determine whether or not the measurement process 
is stable. Three members of your team have suggested the following different 
subgrouping methods for this purpose. 

1. A subgroup is to consist of the·weights of five consecutive bottles from one 
head. 

2. One bottle should be selected from each head. The subgroup consists of 
four weights of the same bottle from one head. 

3. A subgroup should consist of one bottle selected from each of the fi'1e 
heads. 2nd each bottle should be weighed once. 

a. What are the sources of within subgroup variation in the subgrouping 
method (1)? 

Sources of within variation in (2)? 

In (3)? 



The team has decided to use the second subgrouping method. whereby a bottle is 
chosen from one head, and four repeat measurements of the weight are made. 

Measurement 
Sample 
Number Head 1 2 3 4 x R 

1 1 479.17 478.93 479.54 479.12 479.190 0.61 
2 2 481.13 481.75 480.97 481.21 48_1.265 0.78 
3 3 475.71 476.24 475.95 475.48 475.845 0.76 
4 4 485.37 485.17 484.70 484.89 485.033 0.67 
5 5 476.80 477.12 477.07 477.10 477.023 0.32 
6 1 479.01 479.23 479.12 479.10 479.115· 0.22 
7 2 481.16 480.83 481.10 481.30 481.098 0.47 
8 3 475.82 476.14 476.17 475.93 476.015 0.35 
9 4 485.08 485.29 485.52 484.92 485.203 0.60 

10 5 477 .11 476.68 477.32 477.54 477.163 0.86 
Average 479.695 0.564 

b. Construct an R chart from these data. (The subgroup ranges have been plotted for you.) 
c. What sources of variation are captured in the A chart? 
d. If appropriate. estimate the within subgroup variation? 
e. Construct the X-bar chart based on the R-bar from the above R chart. Discuss the issue 

related to using the value of R-bar to put the limits on the X-bar chart for this subgrouping 
strategy. 

f. Estimate the percentage of the total variation that is due to the within subgroup variation. 
g. What does the above information tell you about the variability of your measurement process? 
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2. The variabihty of the glue delivered to papPr manufacturers tor use in the paper 
machines affects the manufacturers ability to deliver quality paper to their customers. 
A~er meeting with representatives from various departments. you believe that a 
possible cause of the variation in the glue is an inconsistent glue make-up. Because 
of the short shelf life of glue. a new batch is not mixed until over 50% of the previous 
batch has been used. The time between the mixing of two batches is approximately 
one week. Since the ph of the glue is largely affected by the glue make-up. it is 
decided to measure the ph in samples taken from different batches. The specifications 
on the ph of the glue are 6.7 ± .5. 

After the mixing of the glue is completed, a sample is taken from each of six locations 
across the mix tank_ Thus, each subgroup consists of 6 ph measurements. taken at 
different locations.from one batch. Twelve <ifferent batches are sampled over a twelve 
week period. 

Top View of Mix Tank 

.-. , .. _ 
I \ 

I ., .. ' 

x 1 :x2 :x3 x4·: x5: x6 • 
• • I 

I 

-· 

a. What are the sources of variation within each subgroup? 
What are the sources of variation between the subgroups? 

b. Construct an R chart from the measurements. What can you conclude about your 
process from this chart? 

c. What is the percent of total variation due to the within batch variation? Based on 
this percentage, recommend where the next steps in your improvement effort 
should be focused. 

PH Measurements 
Batch X1 X2 xa M ~ X2 M~an Range 

1 5.78 6.37 6.62 6.91 6.53 6.03 6.373 1.13 
2 5.65 6.58 7.05 7.31 6.67 6.1/r 6.567 1.66 
3 5.48 5.83 6.63 6.76 6.53 5.64 6.145 1.28 
4 6.31 6.64 7.13 7.24 6.82 6.44 6.763 0.93 
5 5.62 5.86 6.65 6.97 6.36 5.71 6.195 1.35 
6 5.35 5.98 6.24 6.42 6.23 5.49 5.952 1.07 
7 5.77 6.71 7.01 7.19 6.99 6.24 6.652 1.42 
8 5.60 6.22 6.36 6.52 6.36 5.76 6.137 0.92 
9 6.02 6.40 6.76 6.81 6.59 6.21 6.465 0.79 

10 6.34 7.12 7.23 7.68 6.94 6.73 7.007 1.34 
1 1 6.58 6.88 6.91 7.33 6.95 6.67 6.887 0.75 
12 5.87 6.33 6.59 6.92 6.37 6.17 f2.J75 ~ 

Average 6.460 1.141 
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Table 7.1 

Viscosity Measurements for a Batch Process 

1la1kh x MB 
1 84.6 
2 84.6 0 
3 84.1 0.5 
4 83.7 0.4 
5 84.0 0.3 
6 84.1 0.1 
7 84.1 0 
8 83.1 1.0 

• 9 83.0 0.1 
10 84.3 1.3 
11 83.9 0.4 
12 83.7 0.2 
13 83.9 0.2 
14 84.4 0.5 
15 82.6 1.8 
16 84.2 1.6 
17 83.7 0.5 
18 84.8 1.1 
19 83.8 1.0 
20 84.3 0.5 

14 



Table 7.2 

Averages and Rangez of 5 Viscosity Readings 
Selected from Each of 20 Batches 

~ Aye rage Range 
1 84.04 0.4 
2 83.96 0.4 
3 83.52 0.7 
4 84.70 0.8 
5 83.40 0.8 
6 84.22 1.2 
7 84.36 0.7 

• 
8 83.58 1.3 
9 84.00 0.4 

10 84.58 0.9 
11 84.30 0.8 
12 83.18 0.5 
13 83.94 0.8 
14 84.82 1.1 
15 83.82 0.8 
16 84.14 0.5 
17 83.64 0.9 
18 83.68 1 0 
19 83.90 0.5 
20 83.24 1.0 

15 



Table 7.3 

Moving Ranges for Averages of Viscosity Readings 

~ Aye rage Mg~ag Baag~ 
1 84.04 
2 83.96 0.08 
3 83.52 0.44 
4 84.70 1.18 
5 83.40 1.30 
6 84.22 0.82 
7 84.36 0.14 
8 83.58 0.78 
9 84.00 0.42 • 

10 84.58 0.58 
11 84.30 0.28 
12 83.18 1.12 
13 83.94 0.76 
14 84.82 0.88 
15 83.82 1.00 
16 84.14 0.32 
17 83.64 0.50 
18 83.68 0.04 
19 83.90 0.22 
20 83.24 0.66 

16 
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Chapter 8 

Measurement Processes 

Any time measurements are made on a production process, there is a 

measurement process being relied on to deliver acceptable quality 

measurements. Like a production process, the act of making measurements 

should also be considered as a process and examined over time and conditions 

to evaluate how well it delivers its intended output. In the case of a measurement 

process, the intended output is, of course, a measured value. The output of a 

measurement process will undoubtedly exhibit variation. As with a production 

process, it is critical to understand the nature of this variation. It will be 
• 

necessary to understand the magnitude and stability over time and conditions of 

the measurement variation. It will be necessary to know whether the 

measurement process consistently measures Cit the same average value and to 

provide a judgment about the adequacy of the average value delivered by a 

measurement process. 

The variation and average delivered by a measurement process have 

profound effects on the information that measured values from a production 

process will provide about production. If a measurement process exhibits 

unstable variation, then the interpretation of measurements from a production 

process will be hampered. If the instability in the variation of the measurement 

process goes undetected, the unstable variation may be attributed to an 

instability in the production process being measured. If a measurement process 

has stable, yet large variation, then the ability to understand production process 

variation will be reduced. And if this large measurement variation is not known, 

the large variation may be attributed to the production process. If a 

measurement process does not deliver measurements at a consistent level, then 

there will not exist the ability to evaluate the average of a production process. 

For these reasons, knowing the characteristics of the process used to generate 

measurements is an unavoidable first step in collecting measurements to 

describe a production process. The example provided in the next section 

illustrates the use of previously developed techniques to understand and 

describe a measurement process. 



8.1. Evaluating a Measurement Process 

A chemical manufacturing firm relies on measurements from their 

analytical laboratory as a check on the purity levels of a herbicide, called here 

product M. As part of ongoing practices to insure the quality of the measurement 

process. the laboratory routinely calculates the purity level of a sample (called a 

standard) which contains a known amount (96 units) of product M. Each time the 

laboratory runs an assay to determine the amount of M in one or more production 

samples. a determination of the amount of M in the standard is also made. Since 

product M is a stable compound, the actual amount of M measured in the 

standard sample should not change. Table 8.1 contains the measured amount of 

M in the standard for the 30 most recent assays. The variation in these numbers 

is not. of course. due to changes in the purity of material. Instead, the observed 

variation reports on the behavior of the measurement process. • 

Before examining control charts of the data in Table 8.1, it will be useful to 

consider how sources of variation affecting the measurement process will be 

captured by the above data. Some of the sources of variation affecting the 

measurement process might be: 

The analytical laboratory contains four different chromatographs, any one of 

which might be used in the assay for product M. 

Even were the same device used for each assay, the device might read 

differently from one assay to the next. 

Any one of 8 different laboratory technicians may perform the assay. 

The assay requires a fairly involved sample preparation. Even if only one 

technician performed the assay, there would be at least slight differences in 

the sample preparation which would produce variation in results. 

The reagents used to do the assay may change over time. 

At infrequent intervals the equipment itself changes. since the 

chromatographs have columns which need to be repacked. 



Table 8.1 
Amount of "Product M" in Standard Sample 

~ Assay yalue Ma~ng Bange 
07126 95.9 
07127 95.7 0.2 
07129 96.7 1.0 
08/04 95.8 0.9 
08/05 96.9 1.1 
08/07 95.5 1.4 
08110 96.8 1.3 
08/10 96.0 0.8 
08/11 95.6 0.4 
08/12 96.4 0.8 • 
08/14 96.0 0.4 
08/14 95.2 0.8 
08/16 96.2 1.0 
08/16 96.0 0.2 
08/16 ~5.2 0.8 
08/18 95.5 0.3 
08/19 96.2 0.7 
08120 96.1 0.1 
08120 96.7 0.6 
08/21 96.2 0.5 
08122 96.2 0.0 
08/22 96.5 0.3 
08/24 95.3 1.2 
08126 96.0 0.7 
08127 95.5 0.5 
08128 95.5 0.0 
08/29 96.0 0.5 
09/02 97.2 1.2 
09/04 95.3 1.9 
09105 96.4 1.1 



Moving ranges for the measured values for the standard sample have also been 

recorded in Table 8.1. Since an assay may have been performed by any of 

several technicians on any of several devices, differences in devices or 

technicians would contribute to the magnitudes of the ranges. Furthermore, 

changes due to different sample preparation, or set-ups, would also contribute to 

the magnitude of the moving ranges. 

The moving ranges have been plotted on a control chart in Figure 8.1. (It 

is left to the reader to verify that the center line and upper control limit have been 

correctly determined.) Since the moving range chart is in control, there is no 

evidence that assay-to-assay variation is inconsistent across the range of the 

data examined. In view of the identified sources of variation contributing to the 

ranges, it could be concluded that set-up variations, operator variations and 
• 

device-to-device variations are fairly consistent over the time which the data was 

collected. 

Since the moving range chart was in control, limits can be constructed for 

the individuals or X chart. However, before examining the completed X chart, it 

will again be useful to consider what sources of variation would drive the X 

values. If the reagents used to conduct the assay deteriorated over time, this 

might result in a trend in the values for the standard. Or, if the column were 

repacked during the course of the study, it might be that the assay read the 

standard to a different average value. The completed X chart in Figure 8.1 does 

not indicate any such trends or shifts in the average reading over time. The 

measurement process appears to be reading to a stablP, average of 95.8, a 

number very close to 96, the actual amount contained in the standard. 

Since both the moving range chart and the X chart are in control, it is 

possible to estimate a standard deviation from the average of the moving ranges. 

This estimate would be the value of MR I d2= .62 used to calculate the control 

limits for the X chart. This standard deviation describes something about the 

variation in the measurement process; it is instructive to consider the sources of 

variation in this measurement process captured by this value. Since the samples 

are run by an analyst on any machine and the values are se~arated in time by at 

least a day, the standard deviation could be thought of as describing the 

measurement variation of the laboratory. It would reflect the amount of variation 

contributed to measured values on product that is due to the measurement 

variation of the laboratory. Clearly, a choice was made by the manager of the 



analytical laboratory to summarize measurement variation in this fashion. An 

alternative procedure would have been to have the standard sample always 

measured on the same device. If this had been the case, then the magnitude of 

the standard deviation estimated might reasonably be expected to be smaller. 

But if product is routinely measured on any device, such an estimate would not 

accurately reflect the amount of variation contributed by laboratory 

measurements. 

Another pr.:lctice in u~e for estimating measurement variation is to run, 

say, 30 or more standard samples during the same assay. In other words, the 

sample preparation for the thirty samples would be done at the same time and 

determinations of the amount of product M in the samples would be reported. 

There would be little value in placing these numbers on control charts. as they 

are not measured over time; however, s, the sample standard deviation could be 
• 

calculated from these numbers. This standard deviation would provide an 

estimate of within assay variation, but only, of course, for the one assay involved. 

Nothing would be known about the stability of the within assay variation over 

time, nor would the effect of different operators or devices be captured by the 

sample standard deviation. This practice of estimating within-assay variation 

might be useful for understanding sources of variation in the measurement 

process. but it clearly can not be used as a description of measurement variation. 

The thirty measurements in Table 8.1 provide an understanding of the 

behavior of the measurement process over a little less than two months time. 

Good laboratory practice would consist of continuing to analyze the standard 

sample frequently, if not with every assay. The, variation in the measurement 

process may not continue to stay stable. New operators or changes in 

equipment, reagents or procedures could cause changes in this variation. The 

practice of continuing to monitor the measurement variation is necessary if the 

measurements made on production material are to be relied on. 

The above analysis has only described the current operation of the 

measurement process. Whether the variation in this process is small enough, 

will depend on what variation is required both for process improvement work as 

well as for judging the fit'ness of production mat'erial. The next section discusses 
' ' 

methods for characterizing the current operation of the process. The following 

section provides techniques for deciding on the: adequacy of a measurement 

process. 



8.2 Characterizing a measurement process 

In beginning to characterize a measurement process. a good place to 

start. as with any process. is a consideration of the sources of variation 

contributing to measurement variation. In arriving at a list of possible sources of 

variation, it is necessary to consider the conditions under which measurements 

will actually be made. In the example in the previous section, measurements in 

the laboratory were made by several operators. using several devices. Reagents 

which were used in the assay would change over time; in addition, the device 

itseH was subject to changes over time. A characterization of that measorement 

process then requires that these sources be accounted for. In particular, 

summaries of the behavior of the measurement process must first address the 

stability of these sources of variation. 
• 

As another example. consider the measurement of the weight of a bar of 

hand soap. As part of the ongoing check of the scale used to perform this 

measurement, a standard weight known to weigh 5 ounces is purchased. Twice 

each shift, lhe standard is weighed on the scale used for weighing the bars of 

soap. The recorded measurements from this study for the past 40 shifts have 

been captured in Table 8.2. These data have been used to construct the X-bar 

and R charts in Figure 8.2. The fact that the R chart is in control, indicates that 

the variation in the measured weights within a thift remains consistent across the 

duration of the study. Since the X-bar chart is also in control, the average weight 

read by the scale appears tc be consistent across the time of the study. The 

changes in operators, environment, or methods across time does not appear to 

result in an unstable measurement proc1:?ss. 



Table 8.2 
Measured weights of 5 ounce standard 

S1.1bQrau12 X1 ~ R x SubQraug X1. X2 R x 
1 4.948 4.943 .005 4.9455 21 4.985 5.039 .054 5.~120 

2 4.971 5.046 .075 5.0085 22 5.029 5.050 .021 5.0395 

3 5.019 5.001 .018 5.0100 23 5.017 5.012 .005 5.0145 

4 5.018 5.018 0 5.0180 24 5.044 5.020 .024 5.0320 

5 4.942 5.016 .074 4.9790 25 5.059 4.975 .084 5.0170 

6 5.029 5.025 .004 5.0270 26 5.014 5.024 .010 5.0190 

7 5.025 5.002 .023 5.0135 27 5.028 5.0CO .028 5.0140 

8 4.995 4.942 .053 4.9685 28 5.028 4.990 .038 5.00'lO 

9 5.041 4.985 .056 5.0130 29 5.026 4.967 .059 4.9965 
• 

10 5.023 5.026 .003 5.0245 30 5.021 5.001 .020 5.0110 

11 5.016 4.970 .046 4.9930 31 5.066 4.987 .079 5.0265 

12 4.999 5.024 .025 5.0115 32 5.009 4.927 .082 4.9680 

13 4.994 5.055 .061 5.0245 33 5.009 5.001 .008 5.0050 

14 4.974 4.937 .037 4.9555 34 5.028 4.966 .062 4.9970 

15 5.022 5.031 .009 5.0265 35 4.959 4.990 .031 4.9745 

16 5.051 4.959 .092 5.0050 36 5.019 5.013 .006 5.0160 

H 5.014 4.946 .068 4.9800 37 5.048 4.959 .089 5.0035 

18 5.019 4.987 .032 5.0030 38 5.061 4.951 .110 5.0060 

19 4.975 5.022 .047 4.9985 39 5.021 4.982 .039 5.0015 

20 5.021 4.993 .028 5.0070 40 4.951 4.984 .033 4.9675 



Since the use of the scale for weighing the standard weight appears to 

result in a stable measure:nent process, a histogram constructed from the 80 

measurements of Table 8.2 will be helpful in understanding descriptions of a 

measurement process. This histogram appears in Figure 8.3. The histogram 

provides a visual representation of the variation that would result when the same 

piece of material (in this case a 5 ounce standard) is weighed repeatedly. Of 

particular interest is a characterization of the center or average of this distribution 

and the spread or range of the distribution. In characterizing measurement 

processes, the concept of accuracy refers to how close on average the 

measurement process delivers the value of the known standard. The concept of 

precision captures the amount of variation delivered by a measurement process. 

8.2.1 Precision c..f a measurement process 

Figure 8.4 contains histograms from four different measurement 

processes. For each of these processes, a five ounce standard was weigl 1ed 

repeatedly over a variety of time and conditions and the measurement process 

was found to deliver stable levels of variation and average. Hi~tograms A and B 

show that the measurement processes which generated these measurements 

have less variability than those which generated C and D. Thus, measurement 

processes A and B are said to be more precise than processes C and D. The 

precision of a measurement process refers to the level of variation which would 

be delivered by repeated measurements of the same unit of product or material. 

In construC.ing the histograms of Figure 8.4, only a single standard 

weighing five ounces was used to characterize the measurement process. Thus, 

the statements about the precision of the measurement processes should be 

qualified. The precision of the measurement process has only been determined 

when the weight of the object measured is five ounces. It is entirely possible 

that, say, measurement process A results in significantly larger variation when 

the object measured weighs seven ounces as opposed to five ounces. The 

information about the precision of the measurement process has only been 

determined for weights of five ounces. Thus, if the weights of soap from 

production varies over a wide range, it should be understood that no knowledge 

has been provided about the precision of the measurement process over this 

range. And this knowledge can only, in the final analysis, be had by actually 

evaluating the precision at various levels throughout the range of weights 



delivered by the soap making process. In addition. because the measurement 

precision may be change with changing level of product values. the chClice of the 

\veight(s) used for a standard(s) should be selected with care. A reasonable 

choice would be to use a standard which measures close to the target value of 

the production process. 

The data of Table 9.2 resulted in an in control range chart with a value of 

R equal to .04095. Thus, the precision of the process can be made by estimated 

from the estimated measurement process standard deviation. For this example. 

the precision would be estimated by: 

(Jc = R = .04095 =.03630 
di 1.128 

• 
8.2.2. Accuracy of a measurement process 

The four histograms of Figure 8.4 also illustrate the concept of acci.Jracy. 

Histograms A and C both are centered over 5 ounces, tile actual weight Jf the 

standard measured. Since the average delivered by these two measureuent 

processes is almost the same as the quantity measured, measurement 

processes A and C are said to be accurate. The accuracy of a measurement 

process refers to the ability of the process to deliver, on average, the recognized 

value of a standard. The measurement processes which generated histograms B 

and Dare not accurate, and, in fact, are ~aid to be biased. The fact that Band D 

are biased, however, does not indicat~ that these measurement processes can 

not be used for evaluating product characteristics. If the level of bias is 

understood, the measured values can be adjusted by the amount of thr bias. 

Just as in the c< ~ of measurement process precision, care should be 

exercised in extrapolating the accuracy of a measurement process when 

measuring one value (here that value is 5 ounces) to the accurac.y which may or 

may not be observed when other weights are measured. Again, unfortunately, 

the accuracy of a measurement process over the range of possible production 

values can only be determined by actually investigating the measurement 

process over the indicated range of values. 

The centerline from the X-bar chart for the data o1 Table 9.2 provides an 

estimate of t'1e average value f hat the measurement process delivers when 



measuring a 5 ounce standard. Since this value is 5.00355, the measurement 

process is seen to be accurate. 

8.3 The effect of measurement variation on process study 

If the amount of measurement variation is large, then understanding, and 

subsequently improving, process behavior is difficult. An examination of the 

formula which explains the relationship between measurement variation and the 

variation measured on a process illustrates the diiiiculty encountered. This 

formula is given by: 

where 

and 

a! is the variance of values measured on a production process 

~ is the variance of the output of the production ~recess 

a; is the variance of the measurement process. 

In words, the above equation states that the variance of values measured on 

output from a production process is not just equal to the actual variance of the 

output, but is also increased by the variance of the measurer.ient process. 

.. 

Figure 8.5 provides a graphical illustration of how large measurement 

variation can hinder process study. Plot I of Figure 8.5 is a time plot of the 

density of a plastic part produced at a plant. In this first plot, the measurement 
variation, a; , is known from measurement studies to be small. Two sources of 

raw material are used for this plastic part. The letter A is used to plot the density 

of a part produced from raw material A and the letter 8 is used for a part from raw 

material 8. The different behavior of the raw materials is readily apparent from 

plot I. Although both processes, that resulting from material A and that from B 

appear to be stable, the average densities from the two materials are clearly 

different. 3tated another way, the differences in the two raw materials are a 

source of variation contributing to the variability in density of parts produced at 

the plant. By identifying the differences in raw material as an important source of 

variation, action is then possible for reducing the variation in the density of the 



plastic part. This action might be to use only one of the two types of raw material 

in the production of this part. 

Plot II of Figure 8.5 is a similar plot of the measured density of plastic 

parts, but the measurement process used to measure the densities was known to 

have large variation. From plot 11, it can be seen that the differences in the 

average densities from parts produced from the two different raw materials is 

masked by the measurement variation; the difference in average density that 

was apparent in plot I, is not as readily detected in plot II. The ability to 

understand the sources of variation affecting product output is hindered by large 

measurement variation. 

Since the magnitude of measurement variation impacts the ability to obtain 

useful information about a process, it is necessary to have some criteria for 

judging the adequacy of a measurement process relative to its variation. Two 

methods are suggested in this manual. The first is to calculate the percent of 

variation in measured product output which is due to measurement variation. 

The second involves the use of control charts to describe the ability of a 

measurement process to discriminate between different product output values. 

8.3.1 Measurement variation as a percent of measured output variation 

• 

In section 8.1, an ongoing system for studying the measurement process 

for the determination of the purity of product M was described. An examination of 

part of that data led to the conclusion that the measurement process was stable 

over the time; the measurement standard deviation was estimated to be 0.62. 

The same measurement process, of course, is supplying data to production on 

the purity levels of every batch produced. These data are routinely plotted and 

an analysis of the moving range and X-bar charts constrJcted from this data 

shows that the process is in statistical control with an estimated process average 

of 94.4 and as estimated process standard deviation of 1.6. This standard 

d~viation of 1.6 captures both the variation in purity levels as well as 

measurement variation. Using the notation developed earlier, the above 

in1ormation on process and measurement variation could be summarized by: 

A -o 6" a. - . - a;= o.3844 

Cr!= 2.56 



The variance of the measured purity, U!. . is the sum of the variance of the actual 

product plus the measurement variance, ~ . Or, another way to think of this 

relationship, is that 

~ x100% = ·
3833

x100%=15.0% a; 2.56 

of the variation observed in measured purity levels can be attributed to 

measurement variation. Is 15% too large a percentage? Although there is no 

one, correct answer to this question, a value of 10% or smaller for the percentage 

of variation due to measurement is generally accepted as indicating that the 

measurement process will be adequate for studying process variation. Since for 

the process under study, measurement variation accounts for 15% of the total 
• 

variation observed, the adequacy of the measurement process should be 

questioned. Further study cf the sources of variation which affect the 

measurement process coulc be undertaken. Since the measurement variation 

includes instrument to instrument variation, it might be useful to set aside one 

instrument for always performing this assay and work to further reduce the 

variation contributed by that instrument. However, it might be that work to reduce , 

measurement variation is unsuccessful. In this case, the laboratory personnel 

could reconfigure the process for making measurements by always performing 

multiple (2 or more) assays on both the standards used to evaluate measurement , 

variation as weil as on every product sample. The reported levels of purity would , 

then be the average of the multiple readings. If n multiple readings are obtained 

for each sar:iple, then the measurement variance should be reduced by a factor 

of ~ . It will not, of course, be sufficient to assume that the measurement 

variance is decreased by !his amount. A re-evaluation of the measurement 

process Vlhich includes collecting multiple readings on every specimen of 

material needs to be performed. 

8.3.2 Using control charts to evaluate the rtiscrimination of measurement 

processes 

Large measurement variation reduces the ability to evaluate the 

characteristics of a product and, thus, the process producing the product. One 

method for evaluating the effects of measurement valiation on measured product 



variation is to avaluate the percentage of observed product variation due to 

measurement variation. Another method is to use control charts to capture the 

ability of the measurement process to discriminate between product outcomes. 

This method was used by a customer and vendor who were disagreeing on the 

measurement of an important quality characteristic. The vendor always reported 

an average and standard deviation of an outgoing lot of material. When the lot 

arrived at the customer's plant site, some parts were selected from the incoming 

material and an evaluation of the average and standard deviation of the lot was 

performed. Part of the reasons for the disagreement was that the difference in 

the results reported by the vendor and those obtained by the customer were at 

times dramatic. Although the source of the reasons for the disagreement were 

not clear, the possibility that the source might in part be due to sampling 

differences or measurement methods was consideied. · 
• 

As a way to begir to narrow down the reason~ for the differences in the 

characteristics reported on the lots, managerz from the two plant sites agreed to 

conduct a meas~rement study of the characteristic m question. The study was 

performed on twenty parts selected at random from a manufactured let. The 

twenty parts were measured at one time a! the vendors facility. They werf; then 

measured a second time on the foll~w:ng day. After the two measurements were 

made on the twenty parts, the parts were then transported to the customer's 

facility and passed through the inzpection procedura on each of two successive 

days. (The characteristic of mtere~t is not changed by test, transport, or time.) 

The resulls of this measurement study are reported in Table 8.3. This table also 

summarizes the range of the measurements of the same part for both the 

vendor's and customer's measurements as wall as the average measurement 

obtained by both the vendor and customer. Sefore looking at a statistical 

analysis of the data, it will be instructive to consider the sources of variation 

captured by the rar.ges and averages. 



Table 8.3 

Comparison of Two Measurement Processes 

Vendor's process Customer's process 
Earl Measuremeals Bange Average Measuremeals Baage A~erage 

1 28.5 32.9 4.4 30.70 34.7 36.1 1.4 35.40 
2 32.5 28.1 4.4 30.30 32.3 30.7 1.6 31.50 
3 28.0 22.8 5.2 25.40 29.9 30.8 0.9 30.35 
4 41.4 50.5 9.1 45.95 43.9 42.7 1.2 43.30 
5 54.6 54.7 0.1 54.65 47.5 50.5 3.0 49.00 
6 37.5 46.8 9.3 42.15 45.7 43.5 2.2 44.60 

• 7 36.8 38.3 1.5 37.55 44.8 44.1 0.7 44.45 
8 32.4 40.3 7.9 36.35 36.7 36.5 0.2 36.60 
9 41.0 40.4 0.6 40.70 41.1 41.3 0.2 41.20 

10 37.0 40.4 3.4 38.70 33.9 36.3 2.4 35.10 
11 53.5 45.4 8.1 49.45 40.7 42.0 1.3 41.35 
12 35.3 34.5 0.8 34.90 36.3 36.3 0.0 36.30 
13 34.2 38.7 4.5 36.45 39.7 38.7 1.0 39.20 
14 49.9 46.2 3.7 48.05 45.0 46.5 1.5 45.75 
15 46.4 39.7 6.7 43.05 48.9 45.9 3.0 47.40 
16 37.0 37.3 0.3 37.15 36.3 37.1 0.8 36.70 
17 46.9 45.9 1.0 46.40 47.0 46.5 0.5 46.75 
18 39.8 25.9 13.9 32.85 31.3 30.0 1.3 30.65 
19 46.3 42.3 4.0 44.30 46.4 43.4 3.0 44.90 
20 35.5 41.3 5.8 38.40 41.2 40.0 1.2 40.60 



The ranges reported on the measurements obtained by the vendor 

capture information about the precision of the vendor's m.aasurement process. 

Each cf these ranges describes the difference observed from one day to the next 

when the same part is measured. Thus, by constructing a range chart from these 

ranges, the stability of measurement variation across parts can be evaluated. If 

different size parts resulted in different measurement variation. then this should 

be picked up as a special cause on the range chart. In other words, the range 

chart allows for a check on the stability of the measurement process across 

parts, but not across time. Care will need to be exercised in applying these 

results to the vendor's measurement process, since there is no basis on which to 

say that the measurement variation observed is stable across time and 

conditions. The recommendation would be that the vendor, if he is not already 

doing so, should be monitoring his measurement process across time and 

conditions. Of course, the same information on the customer's measurement 

variation is supplied in Table 8.3. Figure 8.6 contains the two range charts 

constructed from these data. 

• 

Both of the range charts in Figure 8.6 are in control. In other words. both 

the vendor's and customer's measurement process appear to deliver consistent 

measurement variation across the twenty parts used in the study. However, 

even though both processes are consistent, differences in the measurement 

processes are immediately apparent by examining the two charts. The average 

range for the vendor's measurement process is considerably larger than that of 

the customer. An examination of the respective average charts for the vendor 

and customer provide a way of evaluating the effect which the additional 

measurement variation from the vendor's measurement process has on the 

ability to evaluate product characteristics. 

Before looking at the two X-bar chans, it is again instructive to consider 

the sources of variation affecting the X-ban;. Consider the averages calculated 

by the vendor. Each of the averages results from two measurements made on 

one of the twenty parts. Although some of the differences in these twenty 

averages would be due to the variation from the measurement process, it would 

be f~xpected that the averages would exhibit variation because of the variation in 

the twenty parts. In fact, if the measurement process used to measure the parts 

had negligible variation, then all the variability in the averages would be due to 

part-to-part differences. 



In constructing the X-bar chart~ of Figure 8.7, the average range from the 

respective range charts has been used to calculate the upper and lower control 

limits. In other words, the only source of variation included in the determination 

of the control limits for the X-bar charts is measurement variation. This would 

imply that any additional variation beyond measurement variation affecting by the 

X-bars should result in an out-of-cont JI signal on the X-bar chart. Since the X­

bars are subject to part-to-part variation, as well as measurement variation, it 

would be expected that the X-bar charts would be out-of control. 

An examination of the two X-bar charts shows that both of the charts are 

out-of-control. The conclusion to be reached from these charts is that both the 

vendor's and customer's measurement processes are capable of discriminating 

between parts. Since only measurement variation was used to construct the 

control limits on the X-bar charts, the differences between parts was observed on 
• 

the X-bar chart; in fact the part-to-part differences were picked up as a special 

cause on the X-bar charts. Again, it is useful to note the differences seen in the 

two X-bar charts. The X-bar chart from the vendor's study does not have as 

many points outside the control limits as that of the customer; nor are the 10ints 

as far outside the control limits on the vendor's chart. This qualitative differE.:ice 

can be summarized by concluding that, because of the smaller variation 

experienced by the customer's measurement process, this process has a greater 

ability to discriminate among parts than the vendor's measurement process. 

8.4 Issues in the study of measurement processes 

Whenever data are collected on a process. a measurement process is 

relied on to provide that data. The characteristics of a measurement process are 

thus critical to the successful use of data to study the processes and systems of 

a business organization. Just as \\~th any other process, the quality of the 

measurement process needs to be understood. Possibly this understanding will 

lead to the awareness that the current measurement process is inadequate and 

needs to be improved. 

In describing a strategy for studying a measurement process, the 

investigation of the process should begin with a description of the manner in 

which the process operates and a description of the sources of variation 

impacting the measurement process. As with other process study, process flow 

diagrams and cause-and-effect diagrams may be useful ways of capturing this 



information. Once the information about the sources of variation affecting a 

measurement process are in place. a data collection plan can be devised to 

understand the operation of the measurement process. The data collection and 

analysis should try to capture the effect that the identified sources of variation 

have on the measurement process. For example, in the study of the 

measurement of purity levels in section 8.1, the data collected about the 

measurement process attempted to capture the effect that different operators. 

different measuring devices. different reagents , and equipment changes had on 

the measurement of purity in a herbicide. The data collection should support the 

ability to evaluate the stability of the variation in measurements over time and if 

the measurement process is determined to be stable, to evaluate the precision, 

accuracy. and discrimination of the measurement process. 

The studies of measurement processes in this chapter have focused on 
• 

the designing of measurement studies. There is a risk, then, that the reader of 

this manual will conclude that such studies need only be performed once to 

understand the quality of the measurement process. Instead. it is important that 

in designing measurement studies, an ongoing evaluation of a measureme lt 

process be put in place. As materials, personnel, techniques. etc .• change over 

time, a measurement process will, of course, have a tendency to change as well. 

An ongoing practice of monitoring a measurement process needs to be put in 

place if the measurements are to be relied on to report on the behavior of product 

and process outcomes. 
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Purity for Product 
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Measurements of Standard Weights 
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Figure 8.5 

Time plot of product density with small measurement variation 
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Figure 8.6 
Range Charts for Two Measurement Processes 
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Appendix A 

Factors For Use With X and Range Charts 

Number of Factors for Range Charts Factor for 
Observations Factor for 

Estimating X Chart in Subgroup LCL UCL (j 

n A2 03 04 d2 

2 1.880 3.267 1.128 
3 1.023 2.574 1.693 
4 0.729 2.282 • 2.059 
5 0.577 2.114 2.326 
6 0.483 2.004 2.534 
7 0.419 0.076 1.924 2.704 
8 0.373 0.136 1.864 2.847 
9 0.337 0.184 1.816 2.970 

10 0.308 0.223 1.777 3.078 
1 1 0.285 0.256 1.744 3.173 
12 0.266 0.284 1.716 3.258 
13 0.249 0.308 1.692 3.336 
14 0.235 0.329 1.671 3.407 
15 0.223 0.348 1.652 3.472 
16 0.212 0.364 1.636 3.532 
17 0.203 0.379 1.621 3.588 
18 0.194 0.392 1.608 3.640 
19 0.187 0.404 1.596 3.689 
20 0.180 0.414 1.586 3.735 
21 0.173 0.425 1.575 3.778 
22 ' 0.167 0.434 1.566 3.819 
23 0.162 0.443 1.557 3.858 

' 

24 ' 0.157 0.452 1.548 3.895 
25 

' 
0.153 0.459 1.541 3.931 



Chapter 3 

1. a 67 
p = 22000 = .003045 

UCLP =.003045 + 3 
.003045 (1-.003045) 

1000 

= .0030345 + .00523 

= .008275 

LCLP = .003045 - .00523 

-NONE 

b. Comments about the data: 

• No information on how the data were collected. 
• Are the data time ordered? Without this knowledge, 

the runs tests are inappropriate. 
• No information on the way the data were subgrouped. 
• The most easily obtained data do not always provide 

sufficient informci.tion about the process. 

c. Next course of action: 

• PLAN -- Draw process flow chart in order to define the 
process. 

Analyze the potential causes of defective 
cans by a cause-and-effect diagram. 

Develop a data collection strategy to provide 
desired information. 
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2. a Process is not stable. 
Point outside the control limits. 

b. n = number of measurements in the sample 
= 700 

Number of Defective Cans 
P = Total Number of Cans Inspected 

~p= np .... 3-Jnµ(l-p) 

LC'-np= np - 3-'1np(1-p) 

SHIFT 1: 

35 35 
P - - = .003846 - 13(700) - 9100 

np = 700 (.003846) = 2.6923 

UCLnp= 2.6923 + 3-J 2.6923(1-.003846) 

= 2.6923 + 3(1.6377) = 2.6923 + 4.913 

= 7.6053 

LCLnp= 2.6923 - 3 -'12.6923(1-.00384S) 

= 2.6923 - 4.9~ 3 

-NONE 

SHIFT2: 

20 ' 
p = 9100 = .002198 

np = 700 (.002198) : = 1.53846 

UCLnp= 1.53846 + 3 ~ 1.53846(1-.002198) 

= 1.53846 + 3p .23898) = 1.53846 + 3.71695 

I = 5.2554 

LCLnp= 1.53840 - 'J~ 1.53846(1-.002198) 
' = 1.53846 - 3,71695 



2 (cont.) 

UCL = np 

np = 2.692 

Number of Defective Cans - Shift 1 

np Chart (Sample Size = 700) 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 7 18 1 9 20 

SAMPLE NUMBER 

Number of Defective Cans - Shift 2 

nµ Chart (Sample Size = 700) 
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UCL np = 
5

. 
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- -123 4 56 7 8 9 

. . . .. 

10 11 12 13 14 15 16 17 18 19 20 

SAMPLE NUMBER 



2. c. Shift 1 process is stable and predictable. 
Shift 2 process is stable and predictable. 
Therefore, the average proportions of defective cans 
between the two shifts can be compared. It appears that 
Shift 1 has a lower fraction of defective cans produced. 

d. Questions that you might want to ask concerning the data: 

• Who took the measurements? 

• Is the inspection process consistent between the 
two shifts? 

• Are there operational definitions? 

3. a 25 samples 
n = sample size = 16 
p chart: 

Central line: 

Number of projects requmng rework 
p = 

Number of projects inspected 

74 
·- = 25( 16) 

Control Limits: 

UCLP = .1850 + 3 

74 
400 

= .1850 

p ± 3~ p(~-p) 

(.1850)(1-.1850) 
16 

= .1850 + 3(.0971) 
= .1850 + .2912 
= .4762 

LCLP = .1850 - .2912 
=NONE 

• 
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3. b. Pareto Analysis 

O/o 

30 

25 

20 

-

-

-
-15 

1 0 -

5 -

ReasQn 
Copy 
Data Entry 
Scheduling 
Compiling 
Coding 
Print 
Other 

>-a. 
0 >-.... 

(.) -c 
w 
cu -cu 
0 

O> .... 
- . 
:J 
"O 
Q) 
.c 
0 ,,, 

Number Percent 
21 28.38 °/o 
13 17.57 
9 12.16 
9 12.16 
8 10.81 
7 9.46 

• 
7 9.46 

74 

O> 
c ·- O> - c - .... ·-a. 15 c Q) 

E ·- .c 0 .... -0 0 ~ 0 0 



4.a. 367 
p = 5544 = .0662 

bQ122 

n = 200 

p = 23/200 = .1150 

Control Limits: 

.0662 + 3 
.0662(1-.0662) 

200 

ua.p = .0662 + .0527 
= .1189 

LCLP = .0135 

All Points Inside 
Control Limits 

121~ 

n = 275 

p = 5/275 = .0182 

Control Limits: 

.0662 + 3 
.0662(1-.0662) 

275 

• 
UCLP = .0662 + .0450 

= .1112 

LCLP = .0212 

Points Outside 
Control Limits 

b. Impacts methods of performance have on use of data to 
improve system: 

• Possible misrepresentation of data. 

• L:se of data to support individual performance instead 
of process performance. 



5. Using p = .10, control limits should be: 

3-J_ 10(.90) .10 ± 3_/.10(.90) = .90 -rn 
Sample .90 
Number n p -rn UCLP LCLp 

40 49 .2041 .1286 .2286 
41 225 .1111 .0600 .1600 .0400 
42 100 .1500 .0900 .1900 .0100 
43 100 .2000 0900 .1900 .0100 • 
44 225 .2000 .0600 .1600 .0400 • 
45 225 . 1289 .0600 . 1600 .0400 • 

• indicates a point outside the Gontrol limits. 



Chapter 4 

1. a u chart -- variable subgroup size 

Inspection unit -- 100 yards 

Total number of nonconformities 
Center Line: u = Total number of inspection units 

1850 
= = 21.0227 

88 

Control limits: U ± 3-{f 

For 300 yard roll: n = 3 

- /21.0227 
UCLU = 21.0227 + 3--v 3 

= 21.0227 + 7.9415 
= 28.9642 

For 500 yard roll: n = 5 

_ /21.0227 
UCLU = 21.0227 + 3--v 5 

>= 21.0227 + 6.1515 
= 27.1742 

• 

LCLu= 21.0227 - 7.9415 
= 13.0812 

LCLU = 21.0227 - 6.1515 
= 14.8712 



Number of Nonconformities per 100 Yards 

u Chart m Rolls of Newsprint 

... -
··+·-+·-+··+··· ; ;- ; +·· ···++·; ; ···-~·--+·+·-+······-; ; >--+-·· ····~···+·~·--·~···· ·---: ; ;--·+-··+··+·+·-30 
.... : .... : .... : .... : ....... ..: ___ . -·---=-- . .._:. . ....: .... : .. -:-- 000..:-..:.. ••• : .... : ___ ;.... .. ..:. .... : .... ..: ... _ OOo0: .... : .... :0000:00•• oooo! •••• ; •••• :._..; ........ : •••• : •••• : •••• :HOO :::: ~::: :::~ :::: :~:: :::: '~i.....i...~~ 

25 
::::1:::r:rr: :::+--+-~:::1:::· ::::r:::1:::rT= :::r::i::::r::r:: ::::r::1::::r:r:· ::::1::::r:::1::::1:::: ::::~:::~:::1::::1:::. :::::::::~::::i::::~:::: 

::::!::::1::::1::::1:::: ::~:::h=i:= ::::l::::l::::I::::!:::: ::::1::::1::::!:::1:: ::::!::::!::::!::::!:::: :::t:::l::::l:::t::: :::::::::1::::1::::!:::: :·t:::!::::1:-::~:::: 
. ··i··-+···i-·~··· ··-+ ; ;--i·-~ I··-~++-~- -·±+i·-j···· ··--!--+·+··+-·· ····[··--~·-·+··+··· ····\····\····\··-+·· ··+·-~····\····[···· 

u=21.02--~~~~~~....-~~.....,.~~-+-~"""""-+-~~-+-~~!"'+""""""""!'-_.. 
··-· ............ :a::~~·~ ....... . 201-"-"~--+-;.--..;----+-~~~~------~~~_,_.,~___,.__,...-,-t 

:·J::{:::j::::j:::: :::t=:l:1=::j:::. ::::j::i::tt:. :::t:::!::1:::!::= ::=!=i::::j:::l:::: :::l::j::::!::::!:::: ::::j::::!::::j::1::: ::::!::::j::::j::::L~ 

15 

.... : .... : .... : .... ! ......• .! •• _:_ .• : •..• :._ .... : .. ....:. .... :... ••• : •• _ •••• : ••.• : .•.• : •••• : •••••• : .... : •••• : •••• : ....•••• : •••• : •••• : •••• : •••••... : ...• : •••• : •••• : •••.••• : .••• : ..•. : ••. · .•.. 
: : : : : : : : : : : : : : : = .. t : : : : : : : : : : : : : : ... 

·---~----~----~----~--.. ···-~--~--r~- --r4--r--~-- --r-4·-~·-·1·.. ---~·~·--1···-~-··· ···1····t··~----~·-·· .... ~----~·-.. t··~---· ---~----~-- ~ ···: ···· 
··-- :::: ::;; .... :::: .... :~::~~ 

••••:·•·•:••••: .... :•• .. ••••:••••:-;••-:••• •• .. :•·-;••••;••••:••••••••:• .. •:•u•:••••:••••••••;••••: .. ••:••••: .... ••••:••••;••••:••••:•• .. ••••:· •:••••;••••;••••••••:••••:••••:••••;••-. 

::::~::::l:::t:t:: .... i .... i: .. .Lt. ::::1:::1:::.i .... i .... ::::1::::1::::1::::1:::: ::::i .... i .... i::::I:::. ::::1::::1::::1:::1::: :::i ... i ... .i::::I:::: .... i .... i::::l:::t-
··· -~ ·---~-· --~----~---- ·---~----~---+- --~ ..... ·--~----~ ... -~---· ~ ....... -~- .. -~----~----~---- ····1···-~----~·-·-~---- ·---~- ---~----~ ... -~- ....... ~ ... -~. ·--~- ---~ ..... ·--~----~---·~ .... ~ ... . 

2 3 4 5 6 7 8 9 1 0 11 1 2 13 14 1 5 1 6 1 7 18 1 9 20 

ROLL 



1 . b. Process appears to be stable and predictable. 

No obvious difference in the average number of 
nonconformities per 100-yards of newsprint between the 
two shifts. 

c. Process flow chart helps to define the process and show 
the relationships between the different sections of the 
process. 

Cause-and-Effect diagram helps to identify possible 
causes of nonconformities in the newsprint. 

These two diagrams help in the planning of a data 
collection strategy. 

d. Objective: to determine if differences exist between the 
three machines. 

Sampling Procedure: One roll per shift per machine over a 

two-day period. 

Potential Problems: *Not enoug~. data--too short of a 
time-period. 

*No trends over time can be detected 
*Shift-to-Shift differences may hide 
between machine differences, since 
there is only one count of 

nonconformities per machine per shift. 
*Within shift differences cannot be 
detected. 



1 d. (cont'd) 

Examples of a problem where this sampling procedure would be 
inadequate: 

• The number of nonconformities in the paper processed by Machine 1 
increases between routine maintenance. 

np 

Machine 1 • 

•• • •• • • • • • • • • •• 
• • • • • •• 

• • •• • • 
• •• • • • • 

Time 

• Raw material changes have a larger impact on the performance of one 
machine than on the performance of the others. 

• Over-adjustments of a machine by an operator within a shift. 



1.e. Machine 2 

Roll Length 1!. NQnQQnfQrmities n 
1 500 106 5 
2 500 115 5 
3 500 128 5 
4 300 76 3 
5 300 95 3 
6 500 113 5 
7 300 84 3 
8 300 94 3 
9 300 71 3 

10 300 67 3 
949 38 

Central Line = u = Total Number of Nonconformities 
Total Number of Units Inspected 

949 
= 

38 

= 24.9737 

Control Limits for n=3: 

UCL =IT+ 3 Ju = 24.9737 + 3 - / 24.9737 
u 'Jr! --v· 3 

= 24.9737 + 8.6557 

= 33.t3294 

LCLu= U- 3-Jf = 24.9737 - 8.6557 

= 16.3180 

For n=5: 

UCL,, = 24.9737 + 3 ~ 24·~737 

= 24.9737 + 6.7047 =' 31.6784 

LCL,; = 24.9737 - 6.7047 =: 18.2690 

• 



1.e. (cont'd) Machine 3 

Roll Length # NQncQnfQrmiti~s 
1 300 70 
2 300 55 
3 500 90 
4 300 59 
5 500 94 
6 300 97 
7 500 96 
8 500 100 
9 500 94 

10 500 92 
847 

Central Line: 

lT = 
847 
42 = 20.1667 

Controi Limits for n=3: 

UCL = lT + 3 Ju= 20.1667 + 3 ~20.1667 
u -Vri 3 

= 20.1667 + 7.7782 

= 27.9449 

LCLu= lT- 3-Jf = 20.1667 - 7.7782 

= 12.3885 

For n=S: 

UCL,,= 20.1667 + 3 ~20· ~667 

= 20.1667 + 6.0250 = 26.1917 

LClu = 20.1667 - 6.0250 = 14.1417 

!l 
3 
3 
5 
3 
5 
3 
5 
5 
5 
5 

42 .. 



Machine 1 
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• 

1.f. 

Note: A Pareto Analysis is inappropriate for Machine 3, since the 
process is out of control. 

Machine 1: 

Qo~c-nnr- fnr .. ""'"""''"'"' ,.., '""' 
NQn~QnfQrman~e Frec11.u~n~~ Per~en1 
Discolorations 206 32.91 
Rough Areas 169 27.00 
Thin Areas 128 20.45 
Brightness Variation 80 12.78 
Holes 27 4.31 
Others 12 2.56 

626 

Machine?~ 

Reasons for 
NQncQnforman~e f recu.~en~y P~icent 
Rough Areas 287 30.24 
Thin Areas 255 26.87 
Discolorations 161 16.97 
Holes 99 10.43 
Brightness Variation 84 8.85 
Others ~ 6.64 

949 
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Roug!1 

Rough 

Thin 

Pareto Analysis 
Machine 1 

n 

Thin Brightness 

Pareto Analysis 
Machine 2 

Discolor 
I 

Holes 

• 

Holes Others 

Brightness Others 



2. average = 6 per radio 

iu = 3 radios 

Use c chart: 

c= 18 

UCLC = 18 + 3-{IB° = 30.7279 

LCLC = 18 - 12.7279 = 5.2721 

.. 



PEOPLE 

inspectors 
different 

untrained 

low emolovee morale 

METHODS 

lack of a formal 
training for inspectors 

number of people responsible 
for stopping line 

otatoes 

management's emphasis on 
production level vs. qual'.ty 

improper maintenance 
of equipment 

EQUIPMENT 

into the three lines 

type of seasoning 
being applied 

MATERIALS 

• 

Line 
Stops 

w 
?> 



3.b. c Chart 

Inspection Unit = 1 day 

C t I L. _ Number of Line Stops 
en ra me = c = ---------­

Total Number of Days 

Control Limits: c± 3F 
Line 1 

c = 
11 5 = 8.2143 
14 

UCLc= 8.2143 + 3-J 8.2143 

= 8.2143 + 8.5982 

= 16.8125 

LCLc= NONE 

Line 2 

c = \
6
4
6 

= 11.8571 

UCLc= 11.8571 + 3-J11.8571 

= 22.8173 

LCLc= 1.5269 

Line 3 

c = 
170 

= 12.1429 
14 

UCLc= 12.1429 + 3 -J12.1429 

= 22.5969 

LCLc = 1 .6889 

.. 



Problem 3b. 
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Line 1 Line 2 Line 3 

c. Focus on reducing number line stops on lines 2 and 3. 

Note: Since there are no special causes acting on the processes, 
the improvement effort must be focused on the system. 



4. Using 100 square yards as an I. U. 

4.855 
Lot No. n c u = cln -In UCLU LCLu 

1 2.00 5 2.50 3.433 6.052 
2 2.50 7 2.80 3.071 5.690 
3 1.00 3 3.00 4.855 7.474 
4 0.90 2 2.22 5.118 7.737 
5 1.20 4 3.33 4.432 7.051 
6 MQ 1 1.25 5.428 8.047 

8.40 22 

• 

LI= 22 = 2.619 
8.4 

Control Limits: - 3-./U 
u + ---- -./fi" 

3-./U = 3-J2.619 = 4.8550 
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SAMPLE NUMBER 

• 

How does the scale of a graph influence the conclusions drawn from that 
graph? Since you can alter the appearance of a graph based on the way in 
which it is scaled, you cannot rely solely on visual interpretation of graphs 
to make strong conclusions about a process. 

a) When data are combined into one large data set to estimate the process 
average and standard deviation, the information about a trend in the 
process; i.e. a changing process average, is lost. 

b) The standard deviation of all 35 measurements (.266) is not an appropriate 
estimate of the process standard deviation. The average is not in control, 
and one can not estimate the process standard deviation for an cut of 
control process. The value .266 ~ an overestimate of the shcrt-term 
standard deviation, which appears to be somewhat stable. The value .266 
might very well underestimate the standard deviation of values taken from 
this process over a period of time longer than seven weeks. This depends on 
the behavior of the average and short-term variation over time. 

If the process were in control, then 2.81 inches ~ be repre~entative of 
the true process average. But, since the trending process would fail the 
runs test, then 2.81 inches would not be representative of the, true process 
average. 



1.c. 

Measurement 

Day 1 2 3 4 5 x 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1 
12 
13 
14 

2.763 2.583 2.401 2.614 
2.532 2.837 2.878 2.497 
2.538 3.114 3.122 2.893 
3.033 3.226 2.886 2.846 
2.909 2.819 2.808 2.637 
2.714 2.654 2.512 2.557 
2.829 2.697 2.363 2.754 
2.583 2.503 2.518 2.609 
2.582 2.918 2.809 2.734 
2.861 3.014 3.089 2.718 
3.293 3.147 2.859 2.962 
2.892 3.006 2.973 2.811 
2.542 2.780 2.573 2.767 
2.558 2.836 2.427 2.455 

A-Chart 

C L
. Sum of Ranges for Subgroups 

enter me = -~--~~------­
Number of Subgroups 

= 
5-~~6 = .3933 

2.469 
2.659 
2.836 
3.344 
2.989 
2.936 
2.437 
2.431 
2.798 
2.922 
3.177 
3.197 
2.455 
2.462 

UCLA= D4 R = 2.114(.3933) = .8314 LCLR= None 

X-Chart 

2.566 
2.681 
2.901 
3.067 
2.832 
2.675 
2.616 
2.529 
2.768 
2.921 
3.088· 
2.976 
2.623 
2.548 

38.791 

C L. ==x Sum of X's for Subgroups 38.791 
enter ine = = - 2 7708 

Number of Subgroups - 1 4 = · 

-= -
UCLX = X +A2 A 

= 2. 7708 + .577(.3933) 
= 2. 7708 + .2269 
= 2.9977 

LCLX = X -A 2 A 

= 2.7708 - .2269 
= 2.5439 

Range 

0.362 
0.381 
0.584 
0.498 
0.352 
0.424 
0.466 
0.178 

0.336 
0.37i 
0.434 
0.386 
0.325 
Q.4Q9 
5.506 
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2.a. Range Chart 

Center Line = R = · 151 
= .00503 

30 

ua...ff' 04 R = 2.574(.00503) = .0129 

LCLR= None 

X-Chart 

Center Line = X = 1 .648 = .05493 
30 

= -UCLX = X +A2 R 

= .05493 + 1.023(.00503) 
= .05493 + .0051 
= .0601 

-= -
LCLX = X -A2 R 

= .05493 - .0051 
= .0498 

• 
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2. b. Within batch variation; i.e., nonhomogeneous batch, is 
reflected in the Range values. 

c. The between batch variation, or the variation due to the 
ingredients being different between batches, would cause 
the range of variation in the subgroup averages to be 
larger than that predicted by the control limits on the 
X-bar chart. 

d. The variation between the batches appears to be causing 
the most v<1riation in the process. 

• 



3. 

Cap Torque Measurements 

R Chart 
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3. (cont.) 

a Since the process is stable {i.e., both the R chart and the X 
chart are in control), it is appropriate to estimate the process 
standard deviation. 

gx = R/d 2 = 6.286/2.534 = 2.481 

b. NT = 6(2.481) = 14.886 
ET= 21 - 15 = 6 

Since NT> ET, this process is not capable of meeting 
specifications. 

.. 



4.a. 

2 3 4 

XChart 
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Size Data on Steel Bars 
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4. (cont.) 

b. Estimate of Process Standard Deviation: 

A R/ .048 
0 = /d = - = .0156 

x 2 3.078 

NT= 6(.0156) = .0936 

ET= .05 
• 

Process is not capable. 



Chapter 7 

1. a. Three Suggested Subgrouping Methods: 

1. A subgroup is to consist of the weights of five 
consecutive bottles from one head. 

Sources of within subgroup variation: 
** Within head variation-- lack of homogenei~y. 
** Bottle-to-Bottle variation within the same head. 
** Measurement variation. 

2. One bottle should be selected from each head. The 
subgroup consists of four weights of the same bottle 
from one head. 

Sources of within subgroup variation: 
•• Measurement variation. 

3. A subgroup should consist of one bottle selected from 
each of the five heads, and each bottl~ should be weighed 
once. 

Sources of within subgroup variation: 
** Head-to-head variation. ' 

' 

** Measurement variation. , 
•• Bottle-to-Bottle variation. : 



1. b. 
R Chart 
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SAMPLE NUMBER 

Centerline = R = 0.564 

UCLFr 04 R = 2.282 (0.564) = 1.287 

LCLFr 03 R = None 

c. Sources of variation captured in the A-chart: 

Within subgroup variation -- Measurnment variation. 



1 d. Estimating the within subgroup variation: 

Since the R-chart is in control. it is appropriate to estimate 
the within subgroup variation. 

A 
CJw= R/d 2 = 0.564/2.059 = 0.274 

1. e. XChart 

.:::;::::;::::;::::;::: .:::r=F:I::=!::: :::t::r=r~:::: :::rll1= --~:r::;::::I:::: :::t:::c:r.::~: ... ---i----[-· ~ .. ::~ ::· :: :;::::;::::,::::~: .. : 
485. o :::~::::;:::rT~ :+::[:++ :::r::r::fr- :=fn~=F ·=r r=r:r :· :::r:rr :r:: :::r :r :r ::.::- ::_r :r +:::_:::: 

~~~:r~~~=t~~~~= __ j_~:t:1:=t. ----t=tj· ~~ =:~=J-~ t~ ~ ~::=t=:~::~ ~:~:~:::t:::t:1=:_ ~:::~::::~::::~:::t:= =::L::t::~~::::I:::: 
--~----~----~·-+·· ·---~--~·-+·-~- •••+•H~-+.~-- -~-; ;--~---+-+---~-.. ~-- --+~·-+---~---- ·---~HO+O•+--+- -+--+--+--+••• 
--~----~----~----~-- ----~~--=---~-- ... .; .... ~---~__;_ ----~-~~- ~.;.---~---~-- ---~--~---~---~-.. . ... ~----~--.. ~---~ -~---~----~----~----

482"5 ---l-L~----~---~·-i -i---i-- ---i--~----i i-------1----i-- i !-- +i--i----1-------i----l---i---i--- ----i----i----i----i-- .... ; .... ; .... ; .... ; ... 

. ___ :::r::E:i:1:: ::::1::::i:::rr-::::i:=:Fr1:~ ::::Fr:l=t::.~Er:r:: :::r::Fr:r:: :·::r::IJ::E ::+::-:::1::r:: 
v '-I : : : : - . • • : ; ; : : : : : ·-=,---.:, .... :, .... :, ... ----~,----~,---~_-___ _j:·-·-·-··:·· •:••••:••O•:•OO •ooooOO•oo••••:•ooo:••* ••••:•••• .••••;··--:•••O •OOO:••**:••oo:oooo:••o• o • -~----~--H~OOo ----~---·;:•••o~•••·~··•• 

:::r::::i::::r::: .. ::i::::t::r:r:· :=r:+=Lr:· ::::i::::i~-~-~---- ; :1::::i:::t::: ::::1:::r::r:;:::: ::::r:::1:::t:::1::. ::::1::::1::::1::::1:::: 

477
·
5 ··1I~I::,1~;±±_~lig]~ ±DI :1rrriG- -III 

···+··+·-+··-\ ... ---~-+-·+·+··· ···+·+·+·+··· --~---~·-+·+·· .. : -+ +··+··· ··+··+---~·-+··· ··-+·-+·-+··+·· .... : .. +---l----~·-·· 
----~----~-·--~----~·-·· ·---~----~----~----~--- ····:···-:-···: .. --:--·· ·---~----~----~---·r··· -""t"·~··--~----~-·-· ·---~----~----~----~---- ----~----~----~-·--~··-- ----~----~----~----~----

1 2 3 4 5 6 7 8 9 , c , , , 2 , 3 , 4 i 5 , 6 , 7 , 8 , 9 20 

SAMPLE NUMBER 

Central Line: X = 479.695 

UCL x = X + A2 R = 479.695 + (0.729)(0.564) 
= 479.695 + .4112 
= 480.1062 

LCLX = X -A2A= 479.695 - .4112 
= 479.2838 

Issue related to using the value of R to put control limits on the X 
chart: 

Only the within subgroup variation is taken into consideration. 
There are other sources of variation (i.e., head-to-head, 
bottle-to-bottle) that should be considered a part of the 
system, but are not captured in the within subgroup variation. 



1 . f. 

Sample MR_ 
Number Head 1 2 3 4 x x 

1 1 479.17 478.93 479.54 479.12 479.190 
2 2 481.13 481.75 480.97 481.21 481.265 2.075 
3 3 475.71 476.24 475.95 475.48 475.845 5.42 
4 4 485.37 485.17 484.70 484.89 485.033 9.188 
5 5 476.80 477.12 477.07 477.10 477.023 8.01 
6 1 479.01 479.23 479.12 479.10 479.115- 2.092 
7 2 481.16 480.83 481.10 481.30 481.098 1.982 
8 3 475.82 476.14 476.17 475.93 476.015 5.083 
9 4 485.08 485.29 485.52 484.92 485.2J3 9.188 

10 5 477.11 476.68 477.32 477.54 477.163 8:()4 
4,796.95 51.079 

Calculations tor Measuring Between Subgroup Variation 

IMAX 51.079 
MR_ = --- = --- = 5.6754 x k-1 9 

UCLMRx = 04 MAX = (3.267)(5.6754) = 18.5417 

LCL MAX = D3 MR x = None 

4796.9~ = = 479.695 
1 0 

UCLX = X + 3 x = 479.695 + 3 . = 494.7891 -== ( MR_~ (5 6754) 
d2 1.128 

(

MR_\ 
LCLx = j( - 3 d

2 
x J = 479.695 - 3(5.0314) = 464.0085 



1. f. 

MR-= x 
5.6754 

LCL - =464.0085 x 

MR- Chart x 
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