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THE SOFIWARE INDUSTRY: DEVELOPING COUNTIRIES
AND THE WORLD MARKET

Eoin Gahan*

Introduction

This study analyses the software industry from the point of
view of a new entrant to what is now & complex and world-scale
market. A new software producer faces new opportunities and dif-
ficulties, and to be successful requires a wide variety of skills.

Two main trends dominate the industry. The first is the
grovth of software as a traded product, rather than an individual
service. Software is designed, produced, packaged and marieted on
a large scale and in a sophisticated way.

The second trend is the influence on software of technological
change in hardware. In general, hardware developments have moved
ahead of software’s ability to exploit them fully. The variety and
pace of hardware change means that many opportunities exist for new
software products.

UNIDO has for some time been emphasizing the importance of the
software industry for developing countries, and the rnzed to incor-
porate an awareness of its significance in national technology
policies and programmes. The Technology Programme of UNIDO has
produced a nuwber of documents dealing with geveral technical
aspects of software and its production, and detailed legal and
institutional questions have also been a particular focus.**

A. Software: its pature and significance
1. Definitions of software
Software is a get of instructions to & computer. It is thus
distinguished from, for instance, hardvare, which is any component

of the computer itself, or data, which is what tie computer uses or
generates to make output, which itself is the reason why the

*Secretariat of UNIDO, Regional and Country Studies Branch.

**See, for instance, "Trends in commercialization of software
in developing countries” (UNIDO/IS.574), "Guidelines for software
production in developing countries” (UNIDO/IS.440), and, most
recently, "Software production: organization and modatities”
(UNIDO/IPCT.63). A regular coverage of software i also found in
the UNIDO Micro-electronics Monitor.
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goftware is supplied to the computer. This definition, though not
a rigorous one, has the major advantage that it focuses on the use
of computers as a process, and makes a distinction between the
ultimate product and the meanr of transformation. Many alternative
definitions exist such as that "hardware is what you can touch, and
softwvare is what you can't touch”. This however does not make clear
the distinction between software and data.*

The Organisation for Economic Co-operation and Development
(OECD), in its first study on software, adopted a definition refer-
ring to "... a combination of data and instructions, many being
algorithms ..." ([1], p. 20). In the present study, however, a
narrower definition is preferred both because it delimits to some
extent what is still a very large topic and also because of the
quite different market forces at work.

The same OECD study also provides definitions from the World
Intellectual Property Organization (WIPO) and from the Interna-
tional Standards Organization (IS0). The WIPO definition appears
to be rather broed, since it includes not only computer programmes
but also descriptions of them and instructions for their use. The
IS0 definition also includes documentation, and contains the impor-
tant additional statement that "software is independent of its
carrier media”.

At first sight the last statement appears unexceptionable, and
seems to be in conformity with the "intangibility” quality men-
tioned above. But it raises some difficulties in the detailed
consideration of software and especially its commercial aspects.
In practice, software is not independent of its "carrier medie”,
and the disembodied view of software is inadequate for an under-
standing of the ways in which developments in software are related
to those in hardwvare, and of the ways in which software is marketed.

2. The significance of software

Whatever precise definition is used, the idea of a sget of
instructions ‘- almost always understood as the underlying nature
of software. .nstructions are commands to the hardware, and at a
fundamental level it can be seen that the hardware determines what
software is written. This is because the set of all possible
instructions is determined by the hardware: there is no point in
supplying an instruction that cannot be acted upon by the machine
which receives it.

The basic instructions which the machine understands (and is
built to inderstand) are called the "machine language. They can
usually be represented by binary digits, that is, a string of ls
and Os, or perhaps by hexadecimal codes (numbers to the base 16).

#At the level of machine language, however, this distinction
can become rather tenuc is.
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In any case, manipulation of these codes is usually simplified by a
piece of software which allows the programmes to use mnemonics such
as ADD or STORE rather than a string of difficult-to-recognize
digits. Such a programme, usually called an assembler, would in
turu be used to write another programme which would allow more
poverful commands, and so permit the instructions for mathematical
or other manipulations of data to be expressed in a form nearer to
the formal way in which such manipulations would be described in
speech or in writing.

The set of such formal instructions is usually called a high-
level language. Examples include COBOL, FORTRAN, C and Pascal, and
they are discussed in more detail in section D of this study. They
are mentioned here only to show the way in which software in omne
sense is indeed independent of the hardware. A definition of C,
for instance, usually says nothing about the type of computer on
which it can be used. In general, C as a concept is hardware-
independent, just as most other high-level languages are also.

However, for a computer programmer actually to use C on a
computer, in the sense of running a programme written in C a2 d
obtaining results from the data being analysed, there has to be a
means of converting C instructions (usually called statements) into
the machine language of the computer concerned. As noted above,
this means of conversion is in fact another piece of software, and
it is usually called a compiler, since it takes all the C state-
ments and converts them to a set of machine commands. Another sort
of translator is called an interpreter: it converts line by line.
Unless a compiler or interpreter exists, C cannot be used on the
computer in question. Thus, although in theory a piece of software
may be machine-independent, it is not really so in practice.

There is a further problem which occurs not only with software
but also with data. This relates to the reading by the computer of
software and data, usually in the form of magnetic media such as
diskettes and tapes. These themgelves are hardware, but the way in
which the software and data are stored on them varies much more
than the hardware does. Thus a piece of flexible plastic in the
form of a disk, wrapped in a flexible cover, may be identical for
many different microcomputers, all of which are capable of under-
standing the software written on it. And yet each of them may use
a differ=nt code to represent the characters and, more probably,
each will also use a different way of laying out the dats and soft-
ware on the disk. Some might use one number of divisions, some
another. Some might use concentric ring patterns and some a spiral
pattern.®

*This is in fact the case with the IBM Personal Computer
System 2 and Apple Macintosh computers, both of which use the same
size diskette (3.5 inch, or 8.9 cm).
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The role of software is not only in computers per se, even
though these are being used as examples in the present discussion.
Software is the set of instructions stored in anything that is pro-
grammable, and this includes many different kinds of machinery and
equipment, from machine tools to telephone and communications
equipment and dispensing and vending machines. Increasingly such
machines embody software to control their cperations, not only
because it is much easier and cheaper to solve many problems in
terms of programmed micro-electromic circuitry, but also because it
makes it much easier to make changes in the way the machine oper-
ates and thus to adapt it to different uses.

The case of numerically-con:rolled machine tools is a particu—
larly important one. It is the spread of micro-electronics which
has allowed these to become even more flexible and powerful, even
though the basic ideas go back to the punch cards used to change
control of weaving equipment in the textile mills of the nineteenth
century. The programmable character of modern machinery means that
it can more easily be adapted to changes in the design or the con-
tent of the product being produced, thus allowing for very rapid
retooling in the face of changes in demand patterns, competitive
pressures or changes irn primary input costs. Software thus is a
usually hidden but essential element in many aspects of man-
ufacturing. The spread of robotization, factory automation,
computer-aided design (CAD), computer-aided manufacturing (CAM) and
compucer-integrated manufacturing (CIM) means that software will
have an even more important role in the future, especially in the
linking of the sgoftware embodied in individual machines into a
fully communicating &and controlled system of production.

It is, however, software for computers which is most easily
discusgsed, especially because here is most easily explained the
concept of software as a traded commodity.

3. Software as a8 commodity

The International Standard Industrial Classification (ISIC) of
the United Nations is intended to cover all economic activities,
and being based on a structure first conceived in 1948, does not
cover the production of software anywhere. Equally, the United
Nations Standard Industrial Trade Clagsification (SITC), Revisior 2,
does not deal with software at all. This is more surprising because
it dates from 1975 ((2], ([3]). The exclusion of software from
classification systems may be partly because of its (relative) new-
ness, but a major reason must algso be its intangibility, as
referred to rarlier.® The easy option may have been taken of
treating the software industry as a service with no permanent
tradeable outputs. This approarh may explain its exclusion from
SITC, and its brief history may be the reason way it is not found
in ISIC.

#Software is sometimes specifically referred to as an "intan-
gible (fixed) asset" in taxation regulations. Sec [4].
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However, the fact s that software is now an industry of global
reach, whose products are conceived, designed and marketed in a
typical manufacturing-type operation. The writing of software to
order still continues extensively and will continue for a long time
to come.* But increasingly it is the mass productiou of software
as a tradeable good which represents the vigible shape of the
industry.

Complex issues arise, not just at the level of statistical
classification, but at the very practical 1levels of customs
tariffs, cross-border data flows, patents and copyright law. More
fundamentally, they arise in the questioas of the nature and future
shape of the industry, the evolution of the munufacturing process
and the internationalization of production. So rapidly is the role
and nature of software developing that a fully comprehensive view
of its scope is not easy. However, certain characteristics are
visible which suggest that it can usefully be regarded as an
industry producing merchandise which is traded. This aspect of
software is growing rapidly. The industry is labour-intensive, but
also skill-intensive. In addition, technological change affectsg
the industry, with a tendency towards increased capital inputs,
although clearly the overwhelming character of the industry is that
of a (skilled) labour-intensive one. Technological change has also
affected product life cycles, which are continuing to shorten, but
perhaps the biggest influence on this tendency has been the
increagingly fierce competition among producers. A search for new
product ideas is a continuing necessity for survival.

With respect to technological change, the time needed for most
innovations is substantial. This is because of the labourand
skill-intensity of softwar= development. Thus, between the concep-
tual definitional stage of the new software and its fault-free,
saleable form, a congiderable time, sometimes years, may be needed.
New tools may allow for a shortening of development time, both by
increasing programmer productivity and by simplifying the complex
managerial tasks associated with large software projects. However,
one interesting effect of the long product development times for
new technological levels of software is that the future shape of
software can be predicted with more confidence then for other pro-
ducts of industry. Thus, areas of search for new opportunities can
be more easily identified. 1In general, the software industry,
although many large firms are found, remains open to newcomers. It
offers potentially large rewards for innovation, Because of con-
stant change in technology, it provides many niches for which
distinctive products can be developed.

#But not necessarily in familiar ways: the construction of
"macros’” in spreadsheet applications, and even the storing of key
sequences in a function key is s kind of programming and thus
amounts to software creation.
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4. Software and developing countries

For developing countries such considerations are particularly
important. Software skills are in any case aecessary to maintain
or improve the competitiveness and efficiency of all sectors of
their economies, not just manufacturing. However, only mastery of
such skills can allow a developing country to control the direction
of its informatics development as a whole, since reliance on
imported software will direct its production structures into ways
cf doing things which are determined elsewhere. This can be a
difficulty not only from a cultural point of view. It can raise
problems also in very piactical ways. Imported software may
require data in a form in which it is not usually kept in the coun-
try, or may assume a particular system of accounting or taxation
which is usual in developed countries.* To use them may mean a
complete alteration of patterns of work and ways of thinking.
Often the resulting confusion could wipe out :ny gains in effi-
ciency made by computerization. E£ven if this is not the case,
there is still the problem of interfacing with other, manual
systems which use the accepted national approach to the problem in
question.

The mastery of software skills becomes especially critical if
the informatics field is recognized as a main means by which
developing countries can increase their iuternational competive-
ness. The developing countries' cost advantages of low wages can
be and in fact are being quickly eroded by heavy investment in
automation and CIM in developed countries. Developing countries in
any case face enormous problems of co-ordination in enabling their
economic and social systems to improve the living standards of
their people, and informatics technologies can contribute signifi-
cantly to their solution.

These arguments for informatics development in developing
countries are well known. They are restated here because an addi-
tional point is to be made, which is that, in evaluating the sgcope
of software development in a developing country, the external mar-
ket has to be considered.

The export of software, which can be to another developing
region or the world market as a whole, has distinct advantages for
developing countries which require that it be seriously considered
as a policy option. First, it should be recognized that software
is an industry like any other with advantages (and disadvantages)
as a component of an export strategy. But secondly, there is the
vital point that a concentration on exporting softwarz will promote
quality and technological progress in the domegtic industry in
general, in a way that concentration on, for instance, clothing
manufacture or food processing will not. This is because

#*Schwarz [5] cites the examples of the Burmese Post and
Telecommunications Corporation, which acquired payrotl software
that allowed for far fewer standard deductions than are usual in
the Union of Myaumar (formerly Burma).
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competition in the latter fieid is baced in so many cases on price
alone, and in software exports this can never be the case.

The improved quality of a software industry oriented to the
external market means in turn that the rest of the developing
economy concernes " “en has lirect access to strategically important
components for im; Jving organizational efficiency, increased prc-
ductivity, enhanced competitiveness and the flexibility neeaed %
respond to rapid changes in economic conditions. The increased
application of micro-electronics, computers, telecommunications and
automation all require a mastery of software skills. A competitive
software industry in a developing country, which succeeds in selling
software products in a very challenging and rapidly shifting world
market, is a national asset which can contribute to most other eco-
nomic activities within the country.

B. Overview of the industry
1. Iypes of software

In this section, a statement of the kinds and classes of snit-
ware that are marketed is attempted, not as a basis for a definitive
taxonomy, but in order to provide the working language needed for a
discussion of the actors in the software industry, the roles they
play and the strategies they follow.

As noted above, the working definition of software is restric-
ted in this study to include oaly instructions to the computer or
other programmable device. This, in fact, could make the defini-
tion of software the same as that of programmes, but it is probably
better to regard software as a generic term, covering all traded
software. Tue units of software may be a programme or a set of
programmes (sometimes called a "suite') if they are related to one
another.

Software can be written by the user (''developed in-house’) or
it can be acquired from an external supplier. Sometimes this
doesn’t cost anything. That can be the case if the sgoftware is
illegally copied. But it can also be the case if the software
comes from a university, for instance, or a voluntary group of
users of a particular type of computer, or a professional soniety.
Thig is called public-domain goftware and is particularly important
for microcomputer software (such software can often be wortn
investigating, before embarking on a major software deve) ,pment
project).

In turn, the software acquired externally can either be writ-
ten to order to meet an individual requirement ('"custom software')
or it cau be already written and on general offer. This is called
packaged software.

The main types of software are systems software and applica-
tions software. Systems software is the goftware that helps the
computer to work, and applications software is the software that
does the work which makes the computes ugeful. Thus, the payroll
programme, which calculates the monthly salaries to be paid, is
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an aprlications programme, while a disk utility programme, which
organizes the various files of information in some way on a magne-
tic storage device, is an example of systems software.

Systems software includes, most importantly, the operating
system of the computer. This is the software which gcverns the
interaction of ail the components, interrogating the operator's
keyboard and writing to the screen scheduling tasks, deciding on
priorities, organizing storage etc. Operating systems car be very
rudimentary c¢r extremely sophisticated. They are crucial in that
they usually determine the environment for any other software to be
used on the computer. An operating system is almost always pre-
sent, and any other software to be used on the computer has to be
compatible with it. Thus, to take an example, MS-DOS is an opera-
ting system for computers such as the IBM personal computer, and
the software to be used with it is said to "run under MS-DOS". If
an operating systens is sufficiently sophisticated, there may he no
other systems software available or needed for the computer, but
more usually ther: will be so-called utilities to improve upon the
tasks carried ovr. by the operating system or to supplement them.
Another example of systems software is a special programme to handle
commumnication with computer terminals or with other computers or
devices.

Application programmes include packages for automating the
calculations involved in almost every field of human activity. A
package is a term applied to a more or less stand-alome computer
programme which offers full control of input and output and of
storage within the programme. It will typically be able to carry
out a wide variety of different tasks within a subject area. No
hard-and-fast rules separating programmes from packages have been
drawn up, but the ability .o issue alternative commands to a pro-
gramme may be the key characteristic that determines whether it is
a package or not. Thus, a spelling checker is probably a pro-
gramme: it takes a file of text and compares each word against a
dictionary to find errors. But word-processing software is a pack-
age: there is usually a sufficient number of choices of things to
do, 8uch as editing, merging, cutting, pasting, searching and
word-counting (a spelling-checker will probably also be incorpo-
rated).

As noted above, 'packaged software” is something rather dif-
ferent. Here the word package is used to emphasize that what is
being sold is being treated as a consumer good, a product which
could be found on shelves in shops. The software, usually on dis-
kette, with a user's manual, wrapped in a box, is marketed often
with the same skills as are used to market any other fagt-movirg
congumer good.

The distinction between gystems software and applications
software is not always absolute, A data base package, for instance,
is systems c.ftware in that it ig concerned with the organization
of data and its storage, and it may arrange all the data on the
disks of the computer, superseding the existing arrangement
followed by the operating system. Similarly, it may ce-~y out
communications and other functions normally carried out by the
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operating system. But a data base programme, from another point of
view, is applications software, because it usually provides tools
for sorting, selecting, totalling, and, in general, what is called
report generation, that is, the carrying-out, as required, of
specific analyses of the data in the data base and the presentation
of the results in an acceptable form. Computer language software
is also difficult to classify; arguments for both points of view
could be found.

But the distinction between systems and applications is still
a useful one, and will be followed in this paper. There is plenty
of software which is unambiguously of one kind or the other, and
the classification helps to analyse the industry in more detail and
ite relation to the hardware question. The two types of software
are increasingly being sold to distinct markets. Systems software
is largely bought by computer specialists and professionals, and
applications software more by non-specialists who are interested in
the computer only as a tool tn assist in accounts, engineering,
medicine, law, customs clearance or some other activity. It has
been increasingly noted that even though the actual purchases of
applications software may be made, in a <ompany, by the data-
procesging department (that is, the traditional computer users),
the choice may be as a result of pressure from the non-computer
staff who have identified the picce of software as useful for their
own work. The so-called end-users thus exercise increasing influ-
ence, and marketing efforts are increasingly directed towards them.

2. Software producers

The main types of producers are as follows: computer manu-
facturers; software companies; original equipment manufacturers;
value added resellers; system houses; and computer users.

The computer manufacturers are major producers of software.
In the past, computer manufacturers used to provide almost all the
softwvare that was availahle for the computer in question, apart
from that written by the purchaser. There was thus no so-called
third-party roftware available. Manufacturers have to ensure that
there is enough software available to encourage purchase of the
machine, and this they do either by following an existing hardware
design, or by providing a version of a standard operating system,
for both of which sufficient software is considered to be available.

Software companies are difficuit to classify. They range from
very small enterprises, with perhaps just the proprietor writing
and selling the software, to transnational corporations with com-
plete int2rmational distribution systems and full service and sup-
port networks. The common characteristic of software companies is
the high ratio of skilled employment to fixed assets. Certainly
the company will have computers on which to develop the software,
but the main assets are its people. The research and development
phase ig¢ the crucial and the expensive one: production costs have
been low up to now, involving merely the duplication of a tape or
diskette. However, increased competition has led to a more
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demanding market for documentation. The companies have to provide
detailed manuals and usually spend a good deal in making them
attractive. The need to prepare different language versions is a
further cost of production. In addition, sales and marketing
expenditures in a highly competitive field have become increasingly
significant. Also, apart from documentation per ge, the purchasers
of the software will expect, depending on its price, a range of
services to be provided by the software producer. This includes
telephone support (such as a "toll-free hot line") which provides
the user with help and advice. Other services provided can include
newsletters, user groups etc. While the user may be charged a fee
for some of these, there is usually a subsidy from the software
producer also.

The name "original equipment manufacturer” is misleading,
since what such manufacturers do is to put together a package of
hardware and software, put their own name on it and sell it. Thus,
they might buy a basic computer from one manufacturer, memory and
peripherals from another, and software from a third. The original
equipment manufacturer may, however, also produce or commission
extra software. The whole package is then marketed as if it were
the manufacturer’'s own product.

A value added reseller is rather different, being typically a
dealer who buys in all the hardware often by arrangement or exclu-
sive agreement with a single manufacturer, and then sells it on,
with perhaps proprietary software and training included. The value
added reseller will specialize in a particular application area,
such as accounting, architecture etc.

A system house is a more autonomous body because it does not
carry out purchase and resale activities. It is exlusively a ser-
vice sector body. It can advise on purchase, design systems, and
carry out the necessary programming. This software production is
thus typically done to order, meeting the needs of a particular
client. It may, if successful, also lead to the production of s
package sold again to other customers. The transition from system
houses to software companies is thus by no means unusual.

The computer user is the remaining category of software pro-
ducer, which is by far the largest. Computer users, especially of
mainframe computers, often develop large quantities of software for
use within their organization. Little of it, however, ever moves
outside the organization in which it is developed. There are
exceptions, however, and a company, for instance, in a quite dif-
ferent field may develop software that is marketable. In so far as
its release does not reduce the competitive advantage of the firm,
it can be a profitable subsidiary activity. For instance, the
McDonnell Douglas Company, which makes aeroplanes, has developed a
number of software products which were originally for its owm use
in engineering design. It now sells these and has moved into many
other computer fields also, being a system house as well as soft-
ware producer. Many other examples can be found of the transition
of the computer department of s company, with the latter becoming
an autonomous system house and software producer. The phenomenon
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is more common in the services sector, howerer, with banks, insur-
ance companies, and accounting firms being typical breeding grounds
for such activity.

3. Size and structure of the software indugtry

Assessment of the size of the software market is very diffi-
cult, as is the estimation of the value of software production.
The latter question is particularly complicated due to the fact
that, as noted above, most software is not traded, but developed
within companies or institutions for their own use.

Even considering only commercially handi.u software, however,
the statistical classifications used in industrial statistics are
usually inadequate. A particularly intractable problem is caused
by the fact that much traded software is produced to order by
system houses that will charge the customer not only for the soft-
ware itself but for a range of consultancy services associated with
it, including system analysis and general business services. If
the system house is a computer bureau also, it might provide, as
part of a package, the actual data preparation and processing. To
separate the specific software costs is not easy. A similar prob-
lem exists with what is called "bundled” software, which is soft-
ware sold with a computer as a package deal, or provided free to
purchasers of a particular computer. Intermational trade in soft-
ware is equally difficult to measure because of the similar lack of
adequate classifications as well as the different treatments of
software for customs valuation purposes. The ease with which soft-
ware can be transmitted by telephone lines, for instance, further
complicates the measurement of its international trade. Finally,
the problem of software piracy makes it difficult to envisage any
fully statistically consistent pictures of production and trade in
software., The spread of pirated software is due principally to the
increased demand for packaged software for the millions of personal
computer users,

In gpite of these caveats, however, estimates of the value of
software can certainly be found. OECD has been particularly active
in this field, and published a first survey in 1985. It drew on a
wide variety of data sources but was unable adequately to separate
out specific software activity from the services provided by system
houses. A new study (6] gives some alternative estimates. Broadly
speaking, the more councry coverage is increased, the less pre-
cisely is it possible to confine the figures to software alone.
Thus, for a total of 32 countries, the software market in 1984 was
26.6 billion United States dollars, and in 1987 it was estimated to
total $48.8 billion for 29 of those countries. The country coverage
could be wider, but then it would not be possible to separate out
all goftware from services or hardware sales.

United States estimates give the world software market as
having a value of $30 billion, of which United States suppliers
have an approximately 70 per cent share. Packaged software revenues
amounted to 63 per cent of the United States total revenues in 1985,
and packaged software for personal computers was the fastest-growing
segment. Other estimates include those of United States revenues
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from overseas sales of software, being over 20 per cent of the
total revenues, thus amounting to about $4 billiom. Packaged soft-
ware is 30 per cent of the United States total exports. The largest
software markets for United States exports are given as Canada,
Western Europe and Australia (7].

Another world estimate comes from an authoritative private
source, and gives "software costs” as »$140 billion world-wide" in
1985. The figure was given in the context of a discussion of soft-
ware productivity, and clearly includes in-house development of
software. Reference was made to a present growth rate of 12 per
cent per annum, and the world total was projected to be $450 billiom
in 1995, with the United States share remaining at 50 per cent [8].

Perhaps because of the statistical difficulties in coverage of
the total software market, it is easier to obtain estimates of
packaged software alone. Thus, one estimate gives a world market
projection of $22.3 billion in 1989, having been $5.8 in 1984. Of
this packaged software, the share of applications software is
72 per cent in both years (9].

The structure of the industry is a complex one. Certainly
there are some large firms, and the tendency in recent years,
egpecially in the United States, has been for them to expand
further by acquisition. In the first six months of 1987, there
were 137 acquisitions or mergers in the computer services field
(here including companies in the goftware business). The associa-
ted value of these agreements amounted to $2.1 billion. In the
previous full year, by contrast, there had been only 130 such
arrangements, with an aggregate value of $1.9 billien [10].

There are reasons for this tendency, the principal ones being
the human capital assets of software companies. A team of unique
talents will be attractive for a take-over because they will bring
benefits to the acquiring company in a way in which a simple
increase in recruitment would not. In the specific cage of packaged
software, a take-over will allow the acquisition of a product for
which the development of something comparable would take years, and
for which success might be doubtful. But the single factor most
influencing the tendency towards mergers in the software business
is that those within it are best placed to identify opportunities.
A software company is more attractive to another one than to a
financiael conglomerate.

4. The role of standards

Two types of standards are found in the software industry.
The first is the formal standard established by a national or
international body. The gecond is the de facto standard, which is
a result of a particular piece of hardware or software becoming so
widely used that it is recognized as having created a market.
Examples of formal standards include those adopted by such bodies
as the American National Standards Institute (ANSI) and those of
1S0. In many cases, and particularly with ANSI standards, a
national standard goes on to become internationally accepted, with
perhaps a version of it subsequently being adopted formally by
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I1S0.* Examples of de facto standards include MS-DOS and the
related PC-DOS, both developed by Microsoft Corporation for the IBM
personal computer and compatibles. These are operating systems,
and therefore they effectively determine the environment in which
softwvare to be used on the computers has to be written. While
be.ng extremely widespread and having sold in the millions, these
standards have not been adopted by any body as such. Yet they have
influenced the creation of thousands of other software products
intended to be s0ld to those who use this operating system on
personal computers.

A software standard is a definition of a concept, to be fol-
lowved by those who implement it as software. Thus, the standard
for a prcgramming language is a full definition of the language,
its structure, its grammar and syntax, its statements and commands.
A software producer can produce a compiler which exactly reflects
the idea of the language, and can then describe it as "a full
implementation of the XYZ standard”. Another software manufacturer
can produce a piece of software written in that language, using only
that precise version of the language defined in the standard. 1In
principle, therefore, the customer can tuy the language compiler
from one company and the application programme from another, if
they both follow the same standard. If they do not, however, and
therefore, if the customer has no guarantee that they will work
together, he may decide to buy neither. Languages and application
software are a simple example. In practice, most application soft-
ware is not distributed with the so-called source code, because this
is often regarded as proprietary information of the vendor, and to
allow others to have access to it would allow them to modify it
rather than coming back to the original vendor for help, and thus
further business. It would algo allow other companies to imitate
some of the particular tricks and embodied skills within the soft-
ware. More practical examples will be found in the area of com-
patibility between application software and operating systems, or
between two application progremmes, With respect to data compati-
bility, for instance, the highly successful package LOTUS 1-2-3
stores its data in computer files in a certain format. Another
software manufacturer may advertise his product as able to read
files in LOTUS format, thus, this product will be immediately
attractive to those who already have the LOTUS product. There is a
curious secondary effect, in that the very fact of & manufacturer
proclaiming a8 product to be compatible with LOTUS generates a
further support for LOTUS as a standard.w*

In general, the issue of standards is very important for
software producers, particularly those beginning in the business.

#See also [11]. For an illustration of the official standards
development process, see [12], p. 96.

#4See [13]. Many successful commercial software developments
can algso lead to official standards subsequently, such as IBM's data
base access language SQL, which is the subject of a proposed ANSI
standard.
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To have a clearly defined standard in the area of application is
very important because it provides the producer with some sense of
the market for the product, and it provides a relatively stable
technical environment in which software development can takc place.
The producer can be reasonably assured that if the product is a
failure, it will not be because of its technical unsuitability, but
for some other reasom. In principle, therefore, standards can be
just as useful to the software prod.cer as they are to the software
consumer. However, it is a fact that the setting of formal stand-
ards is a complicated process of national and international nego-
tiation, involving many scientific committees at different levels.
Typically, the major producers are represented on at least some of
the committees involved. They are in a position to influence to
some extent the adoption of the standard in such a way that it
includes areas in which they have particular competitive advantage
or particular skills. In any case, by being involved in the
decision-making process of the setting of the standard, they have
access to information as to the form the standard is likely to take.
This gives them a competitive advantage which is not enjoyed by the
small and ner producer of software. From this point of view,
therefore, software standards are a disadvantage and have severe
draw-backs as far as the new producer is concermed. However, it is
clear that the benefits of standards outweigh the disadvantages.
The question must therefore rather be how best to mitigate the
disadvantages from which the small producer suffers. As has been
seen, the setting of de facty standards is something with which the
small producer is not involved at all, and the exploitation of the
market opportunities they create is even more difficult than with
formal standards, since detailed information on the product which
is creating the standard may be very difficult to come by.

C. Effects of havrdware trends
1. PRrocessors and memories

The processor is that part of a computer which carries out the
programme instructions that constitute software. Thus it will
typically carry out arithmetic tasks such as addition and multipli-
cation, together with other actions such as comparison, branching
and looping. These latter and similar tasks are particularly
important because they allow the machine the flexibility in hard-
ware terms that is consonant with the generality of software.

The %inds of tasks that the processor can do vary widely in
number. Two seemingly contradictory trends exist in this field.
One is to make more and more sophisticated processors capable of a
large number of tasks. This is supposed to make software develop-
ment easier, since the machine language programmer then has access
to a number of powerful tools. The other trend is to reduce the
number of instructions understood by the processor. Broadly speak-
ing, the fewer the number of Instructions intelligible to the pro-
cessor, the faster that processor can work, or perhaps more cor-
rectly, the faster that software written for that processor can
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work. Such processors with reduced instruction sets are called
RISC processors.*

The microprocessor is a processor on a single chip. The design
trends noted above are intended to contribute to the speed of com-
puting. Another way to do this is to speed up the processing
itgelf, and a variety of techmological approaches are used for this.
Increased integration of itself reduces the delay in instructions
being acted upon. The selecticn of nev materials such as gallium
arsenide can also increase the gpeed, but this means new approaches
to manufacturing, and gallium arsenide technology, because of its
cost, has up to nov been mainly confined to military applicatioms.
Increasing the amcunt of information that the processor can hsndle
at any one time, its basic working unit, is another way of increas-
ing the processing speed. Thus, the earliest micropressors were
4-bit (such as the Intel 4004), and these have been succeeded by
8-bit (such as the Zilog 280), 16-bit (such as the Motorola 68000)
and 32-bit (such as the Intel 80386).#* Thus, in terms of internal
architecture, microprocessors have reached the same level as mini-
computers, for which a 32-bit processor is usual. Another aspect
of this is that it makes it easier and thus quicker to handle large
amounts of computer memory.

Not only has the facility with v.ich large amounts of memory
can be handled increased, but the spe: of the memory (that is, the
speed with which information can be stored or retrieved) has also
growm. Allied to this has been a fall in the unit price of main
memory, a fall which has beer steady for many years. A temporary
shortage has caused a departure from this trend, but the underlying
tendency continues to be downward, an inescapable consequence of
technology development and the saarch for a differentiated prcduct,
with both these taking place in a tiercely competitive environment.

The consequences for the softvare msrket have been very
striking. In fact, softwvare can be said to have been struggling to
keep up with what has been happening in the hardware field. The
capsbilities of new computer systems, given the processor and memory
trends described, are of a different order to most of the software
available for them. This is partly because of the general need to
have access to the hardware in order to develop software that fully
exploits it. The software deve.. .ecnt can take seversl years.

However, a trend in software i3 towards more ‘user-
friendliness”. This means, in general, that computers become easier

*For detailed descriptions of some RISC processors, see [l4].
Howvever, the article referred to does not cover important new RISC
processors such as the Sun SPARC and the Motorola 8800.

**In fact, microprocessors do nct alvays {it neatly into one of
these categories. The Intel 8088 was the heart of the original IBM
personal computer: it had a 16-bit calculating capability but an
8-bit data bus.
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to use. More of the user’'s mistakes are corrected, more "help
messages” are given, there is a tendency for the user to be
presented with a range of options rather than be compelled to
remesber a series of cryptic commands. Groving computing power
mekes it possible to bring all these ideas to reslity. A package
has to be elegant, slick and well-planned; the “surface” of the
softwvare hss to be smooth. No matter how good the central idea of
the package is, it wust still be well-presented and easy to use if
it is to have a chance of commercial success.

The availability of faster processors and more memory means
that toe software in turn must take full account of it; therefore,
as well as "user-friendliness™, a second congsequence of hardware
trends is for software to have more functioms or features. The
integrated packsge is omne which combines what was previousiy
regarded as sepsrate tasks for software. An integrated package
will allow for word-processing, graphic display, spreadsheets, data
base etc., all of which used to be separate packages. Even where
they remain separate, the competitive package will have extra
features: a word-nrocessor will have facilities such as a spelling
checker and outlining, for which earlier separate programmes would
have had to be bought. The reason for thke growth in integration or
what is called the "increased functionality of software” is the
availability of space and speed in the computers that use it.

Recently a class of materials has been discovered which exhibit
the property of superconductivity, that is, of offering little or
no resistance to the movement of electrons at temperatures well
above absolute zero.® This will have important effects on the
future micro-electronic components, and it will mean a greatly
increased speed of operation for processors and memories, as well
as bdringing great changes to telecommunications and most other
informatics fields.

2. Arcchitecture

We have spoken as though there were a single processor in a
computer, and that is che traditiomal picture. The so-called "von
Neumann architecture” is the internal design pattern roughly fol-
lowed since the inception of modern computers, where a single pro-
cessor performs all the calculations and makes all the decisions,
one step at a time. In fact, however, this traditional view has
been graduslly modified. Mainframes and minicomputers commonly
have more than one processor, and even microcomputers, although
they have one microprocessor, will often have other processors to
control screen graphics or floating point calculations. However,
it remains true that these processors do not have equal status, and
that one processor provides the main control.

Recently, hardware development has concentrated on the linking
together of several processors, perhaps very many to work in

#See [15]. Superconductors will in the longer term have
significant effects on the energy field also. See [16], pp. 19-20.
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parallel. There are conceptual and practical problems, but many of
these can in principle be solved by software. New languages and
operating systems can allow for a new kind of computer programming
which takes advantage of the garallel processing opportunities the
new hardware configuration provides [17].%*

A further developmeat is in so-called neural computing, which
is an attempt to follow what is believed to be the way the brain
itgelf works. Rather than the binary logic at the heart of present-
day computers, the target is the multitude of interconnections such
as are found in the brain, ar. the switching processes based upon
the attainment of a sufficient aumber of control signals at each
step. The reason for the interest is ultimately the hope of
attaining in hardware terms some of the useful characteristics of
human thought processes. While hardware development has still a
long way to go, some of the features can be explored in software
terms.** In particular, ideas of multiple association, such as the
human brain is so readily capable of, have already influenced data
base design, as can be seen in the development of hypertext systems.

Hypertext systems are a means by which information can be
stored with arbitrarily complex links between its components. Thus,
a paragraph of text, for instance, instead of being stored under
one keyword or even 10 keywords, could have everyone of its words
as a keyword and the relatiorghip between the information contained
therein and any other piece of information could be followed there
through a chain of linkg. It is this multiple connectivity of
information which is analoguous to the way which the human brain
stores information.a#*®

3. PReripherals

Several striking developments are taking place in the field of
peripherals. With respect to mass storage, a notable tendency has
been that of the growth of optical storage systems. These are so
called from their use of a laser to read and also perhaps to write
to a storage medium. The advantages over the conventional magnetic
storage systems such as hard disks, floppy disks end tapes are that
they provide a much denser way of storing information, that they
are not subject to loss of data from magnetic fields etc. A single
CD~ROM, which is the size of a standard audio compact disk, can
hold 600 megabytes of information, roughly the equivalent of 1,500
floppy disks of the standard size. A CD-ROM can b2 written only in
the factory. This makes them best suited for information systems
which are relatively permanent in nature, typically including such

#See also [18] for some commercial issues in parallel super-
computing and the role of IBM and Cray. On some differing views on
the future of parallel processing see {19].

#For a simple summary, see [20].

ANRFor an overview, see {21]. See also [22].
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applications as legal information, statistics, encyclopedias etc.
A more flexibie type is the so-called WORM which is an abbreviation
for "write once read many times”. This is also an optical storage
weditm which can be written to once by the computer user. When a
WOFM disk becomes full, it is simply set aside.* The full avail-
ability of cptical disk storage awaits the arrival of a disk which
can be written (0 and erased by the computer tc which it is
attached. Such a technciogy is still being developed, but is
expected to be brought to market in the near future. The potential
of these storage systems is ismmense. They offer a means by which
enormous amounts of data can be stored and easily accessed by a
computer user. This means the disappearance, in years to come, of
slow techniques such as storage on magnetic tapes of less fre-—
quently used information, a practice which is called archiving.
They mean also that it will be perfectly practicable to store in
character form every document generated by the business, and thus
every piece of information in the business could be searched for
and analysed by computer, including, for instance, all correspon-
dence over a period of as many years as it is degired. The intro-
duction of scanrers, which can read the type characters from paper
into the computer, means that it will be possible to store all cor-
regspondence in this way, eventually including handwritten corres-
pondence.

Such technology will provide enormous opportunities for soft-
ware developers. The opportunities will lie principally in pro-
viding tools for those who use this information, in order to allow
them to make sensible use of it. It is one thing to be able to
access quickly all of the relevant information, it is another thing
to be able to decide what is important or what is not. The user
will still have to search through the material available. Hence
"intelligent” software which will help the user to make best use of
all the information is a promising field. It represents a qualita-
tive change from the kind of software which manipulates the infor-
mation, as present-day data base systems do.

The so-called "user interface” has geen developments in several
areas. Particularly important is the growing use of graphics. It
can be expected that the screens of computer work stations will
become larger, will have higher and higher densities, and will pro-
vide more and more information to the user. The growth of such
techniques as “windowing” allows for the display of several dif-
ferent information areas on the screen, including information about
perhaps different processes under way. The increased hardware
speeds mean that the numerical calculations involved in graphical
displays can be carried out in more and more detail, and this has
led to increased sophistication in CAD/CAM gystems, for instance,

#®A l4-inch WORM disk holds 6.8 gigabytes (6,800 megabytes) and
typically costs $750 (1987). The 5.25 inch (13.33 cm) size, holding
0.8 gigabytes, is becoming popular in "jukebox" systems. It costs
$125. CD-ROM unit costs are much lower, but there iz a fixed cost
of about $15,000. See [23]. However, mastering costs as low as
$1,500 and duplication costs of $2 have now been reported (24].
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where diplays which can manipulate three—~ ltensional images are
more and more usual. The software developrents associated with
this include the growth of what are cailed object-oriented
languages, since the traditional mathematical languages such as
FORTRAN, often used to produce graphics images, are inadequate for
the kinds of sophisticated graphics application now being developed.
A further push towards object-oriented languages comes from the
growth in artifical intelligence applications. Thus, hardware
developments in display technology have created a significant mar-
ket for software products, and one that will grow.

Communications between work stations and computers and between
computers themselves is another growth area where hardware develop-
ments have allowed for the creation of very elaborate networks.
These networks in many cases span countries and zontinents. Where
telecommunications have been liberalized, and this is an increasing
trend, the linking of computers has become commonplace. Fibre
optics developments mean faster communications of this kind. There
are, however, still very significant problems in data communication
which the emergence of new standards Las not yet overcome. Many
different protocols exist, different computer manufacturers will
follow different standards, and national teiecommunications author-~
ities in many cases restrict the use of standards to those speci-
fied by them, or refuse to allow the connection of any equipment to
the national network which has not been certified by them. This
means that communication software in general has many compatibility
problems to overcome. There remains algo considerable scope for
improved networking standards which would allow for more flexible
and faster communication between different systems. An enormous
number of niche markets is thus created, since software to overcome
particular compatibility problems, or to allow two pieces of equip-
ment to be connected together, may provide a neat solution to what
is an otherwise intractable problem or, alternatively, a relatively
simple problem which has been ignored by the makers of the equip-
ment. Thus, even the confusion in the computer communications field
can bring benefits to the software producer, although it ig such a
rapidly changing field that these have tuv be continuously solved in
new ways. In the longer term, the trend is towards an Integrated
Services Digital Network (ISDN) system, which will be a public net-
work to replace the existing separate telephone and dedicated data
netwvorks. Such a tendency will lead to increased standardization
and perhaps fewer opportunities of this kind. However, the process
is not likely to be completed in a short time. The spread of the
Open System Interconnect (0SI) gtandard is a further development
which will influence communications software significantly in the
longer term [12]. Again, the transition periods may offer oppor-
tunities for the bridging of gaps.

D. Trends in software
1. Qverview
In this section trends in software which are expected to have
an impact on world markets in both the shortand the medium-term

are examined. Software in general cen see a long delay between a
theoretical advance and a commercial application. This is for
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several reasons. First, an advance may simply be of no commercial
interest. Secondly, the software advance may be rendered redundant
before it can be marketed. For instance, a software advance that
spceds up a particular calculation or enables less storage to be
used may well be irrelevant in a context of rapidly falling hard-
ware prices. Thirdly, software has to encounter significant
resistance in its traditional consumers. Computer staff will have
invested several man-years in the construction of a particular
application. The new product, even if better and cheaper, may still
require conversion of the existing data, and time to be spent in a
transition period when both systems have to be kept working, the
old and the new. It can appear easier to keep the old system in
operation. The situation is worse when the product offers a more
dramatic break with the past: it may imply data structures and
system procedures which are so different from what has gone before
that they intimidate the potential user who has been conditioned by
the existing system. The producers therefore cannot move ton much
ahead of the users.

This is not to diminish the role of innovation in the industry,
but it must be realized that bottle-necks occur, and the absorptive
capacity of the market can be limited. Good ideas may have to wait
their turn, especially if their cost is high either in terms of
purchase price or in terms of further invegtment of own resources
by the user.

There is nevertheless scope for innovation in software, espe-
cially when it is associated with - hardware innovation. The best
example is given by the microcomputer. Its widespread availability
generated a number of software innovations, with products being
produced which were qualitatively different from mainframe and
minicomputer software. Spreadsheets are a product of the micro-
computer era, which might better be called the personal computer
era. This is not only because of the dominance of the IBM personal
computer and its clones, but also because the personal character of
the computer determined much of the software which was wricten for
it. Spreadsheets are targeted towards the manager, accountant or
clerical worker who works with tables of figures. At the simplest
level, a spreadsheet will maintain the row and column totals of the
table, and can be set to automatically adjust the totals when any
individual figure or group of figures is changed. In practice,
spreadsheets have grown more and more sophisticated: the possi-
bility to specify arbitrarily complex relationships between table
entries and between groups of tables, as well as the order and man-
ner in which recalculation can be carried out has weant that
spreadsheet commands have evolved into programming languages.
Nevertheless, the natural matrix orientation of these spreadsheet
languages gives them characteristics uniike any of the widespread
high-level computer languages sucli as FORTRAN, COBOL or PL/1.

A further genre of persr.ial computer software has been the
integrated package, where a number of different functions (spread-
sheets, data base, graphs etc.) were combined in one and allowed
the user, for instance, to move data from the data base to the
spreadsheet, to make calculations from it and then to draw graphs
to display it. Previously these steps would have had to have been
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carried out throusl: the separate selection, loading and running of
these different sof.ware packages. The integrated software package
allowed the user to computerize all his traditional office activi-
ties. A later development was the addition of other facilities,
especially word-processing, within the package.

A further feature of microcomputer software has been its
"user-friendly"” character. This arises from two causes. First,
some of the individuals who pioneered the development of microcom-
puter hardware and software were partly motivated by an individual-
istic feeling about the role of computing power in general. They
did not see it as something centralized and something that should
be accessible only to the initiated. A second and now dominating
feature is that the commercial packaged software producers realize
that they are catering to a market the majority of whose members
have either no computer experience at all or else are essentially
self-taught, being accustomed only to using other packaged micro-
computer software. The consequence is that they must at least
maintain, if not improve on, & tradition of user-friendliness.
This trend is reinforced by the hardware trends already discussed
in section C above, where the falling costs of memory and storage
devices means that software can be bigger and store more messages
to be sent to the user, guiding him or her through the use of the
programme or package in guestion and explaining errors, not just
pointing them out when they cccur. This trend further exemplifies
the need for software developments in some cases to wait on hard-
ware developments, even though the inventive character of wuser-
friendly features may in fact be very low.

It is useful to make a distinction, in examining trends in
software, between evolutionary change and new technology software.
Evolutionary change in software can be defined as change determined
by improvements to previous stages of the software, where the lines
of descent are fairly visible. In simple terms, improvements have
been made to existing ways of doing things. New technology soft-
ware on the other hand refers to software developments which are
associated with using computers to do things previously done in
other ways or not done at all. Here can be included most artifi-
cial intelligence (AI, applications, such as image recognition,
speech processing, computerized translation and expert systems. It
can be stretched to include concepts of CAD/CAM and CIM, which
amount to new ways of doing tasks which had not previously been
automated. The point to be emphasized is that the first computer-
ization of accounting, payroll, stock-keeping etc. took place many
years ago. New goftware development in such fields as these is
evolutionary because it accommodates to some degree at least the
systems which are already in existence and allows the exploitation
of innovation without the perhaps painful abandonment of existing
systems.

The line between evolutionary and other software can be hard
to drav in some cases, especially when the software product incor-
porates features which are partly evolutionary and partly not, such
as the use of expert systems in data base aprlications. Why, tnen,
make such a distinction? It is important strategically because
different markets are in question and it is important also in
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investment terms. A new deparcure in software may, precisely
because it starts from scratch, involve considerable inputs to reach
production status. Financing the development costs may be painful,
since cash flow in the early marketing stages may be slow. The
evolutionary product, on the other hand, may represent a repackag-
ing of an existing product or its transfer to another computer
system. Software tools such as cross-assemblers may make this pro-
cess easier. Again, the new evolutionary product may be able to
take advantage of elements of the software environment in which it
applies, and thus make use of improvements carried out by someone
else. For instarce, the systems software of a computer often
undergoes continuous improvement by the manufacturer. It may con-
tain new and efficient ways of reading, copying, comparing and
checking data and displaying it, storing it, and printing it. This
sort of software is unglamorous, and yet it involves a great deal
of detailed work. The astute independent software developer can
take advantage of much of this work and thus spare a good deal of
the development time by finding out how these parts of the system
software work and allowing his own software package to use them.
As well as saving time in the development phase, this will very
often mean an increase in the speed of operation of the finished
programme itself. Again, some parts of the system software may be
inefficient and the producer will decide to bypass them, approach-
ing the hardware directly. Such practices, however, have their
dangers for the software developer. The reason is that they can
tie the product too closely to the hardware of one computer manu-
facturer, or to one version of the system software, and thus
restrict the potential market and increase dependency.

2. Operating systems

As briefly mentioned in section A, the operating system pro-
vides the necessary control and communication between the different
parts of the computer and its peripherals in such a way that it is
accessible to the uses. The operating system provides a framework,
more precigely a defined software environment, in which applica-
tions software can be written. It also carries out a 1ot of the
tasks needed by the application, for example, control of the input
and output, and, in multi-user systems, time-sharing and automatic
back-up and recovery. This also means that an operating system
defines a software market.

The point is worth emphasizing: the same operating system, if
it is available on different computers can, in principle, allow an
application written for one computer to run on another. Equally,
the same computer can use more than one operating system, and an
application written for one computer will not run on an identical
computer if the operating system being used is different. The
operating system thus insulates the goftware developer (to a large
extent) from the physical computer. But it makes software develop-
ment less hardware-dependent only at the cost of making it
operating-system-dependent. The role of high-level languages in
countering this tendency is examined below.

In general, a computer is supplied with operating system soft-
ware included, since a computer without an operating system is of
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interest to only a specialized few, Therefore, it has almost
always been the case that the computer manufacturer supplies an
operating system, usually written to take advantage of whatever
hardware features characterire the new computer, but increasingly
with an emphasis on distancing the user from hardware considera-
tions per se. At the same time, attempts are made to accommodate
earlier versions of the computer and operating system, either by
providing that any software written to run under the old system
will run under the new one even if it does not use all the new
features provided in the latest version ("upward compatibility”),
or else by supplying a set of software to assist in the conversion
process, that allows the old software to be automatically changed
so that it can function under the new system. This is sometimes
called an "upgrade path".

Operating systems are sometimes classified as multi-tasking,
multi-processing, multi-user etc. In market terms, the most vital
distinction is perhaps between multi-user and single-user systems.
Broadly speaking, mainframe and minicomputers have multi-user
operating systems, either in the sense that the system can deal
with a number of different tasks submitted to it, or in the sense
that many users are actually physically linked through terminals to
the computer.

Multi-user systems are what is needed in ordinary economic
activities. Most of :hese involve exchange of information between
those working in the seme organization. If the computer contains
the organization's data in a multi-user system then all the staff
can in principle have access to the data and change it as necessary.
It is this relatively simple idea which lies at the heart of the
data base concept and explaing the growth of this in recent years.*
In practice, for most commercial and industrial tasks, multi-user
systems are necessary, or soon become so.

It hag often been remarked that personal computers, and
especially those based on the newer 32-bit processors, are more
powerful than many minicomputers. In some genses, that of calcula-
ting speed and memory management speed this is certainly true. But
in another sense, that of multiple use, this is not so at all. The
typical personal computer is not designed to be shared. Only one
person at a time can wuse it,* and it is not even designed to
be used sequentially, since there ig little or no security to
protect unauthorized use or  accidental destruction of the
software or data stored in the computer. The kinds of software

*The movement from a "Ptolemaic' to a "Copernican” concept of
data processing is described in [25}. For a general introduction
to data base ideas, see [26].

*aMulti-user operating systems are available for many models of
personal or microcomputers such as XENIX (a form of UNIX) from
Microsoft Corporation. However, the overwhelming majority of such
computers have single-user operating systems.
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available for personal computers reflect this type of indivi-
dualigtic use and in general encourage it.

The gap between singie-user and multi-user systems is bridged
by retworks. A network is a combination of hardware and software,
which allows computers to be linked together, allowing for the easy
transfer of data between them. Personal computers, minicomputers
and mainframes can all be combined in networks in different com-
binations, allowing for the sharing of information between dif-
ferent parts of an organization using different computer systems.
Networks thus provide a way out of the dichotomy between single-~
user and multi-uger systems. Each part of the network can, if
necessary, be establigshed as an independent system but with the
capacity to exchange data with the other parts.

In practical terms, a form of networking tendency can be seen
in the growing emphasis on the linkage of personal computers with
mainframes and minicomputers. Work stations of considerable power
are replacing the traditional dumb terminals. The personal com—
puter system 0S/2 Extended Edition, which is being developed for
the IBM PS/2 series of microcomputers based on Intel 80386, will
contain specific provision for accessing mainframe data bages and
downloading selections from them for analysis on the PS/2.

For mainframe and minicomputer operating systems, a signifi-
cant trend has been the growth in importance of the UNIX operating
system, UNIX is notable because it represents a standard that
operates over mainframes and minicomputers from different manu-
facturers. It is also increasingly available for microcomputers as
these expand in power and speed. Thus it offers a bridge between
all three categories of computer and in principle allows softwaore
developed for one type to be usable on all.

What is UNIX? An operating system is difficult to describe in
a few words, but it has one important characteristic, its multi-
uger orientation to which particular attention was paid in its
design. Another important feature is its "piping" facility, which
conceptualizes data-processing, input and output in such a way that
the user is not concerned with the physical characteristics of
devices and can freely and easily change his or her use of them.
UNIX is a large operating system because it contains many features
that are optional extras on other systems. It thus spreads stand-
ards into areas such as security, data trangfer and networks. The
wide-rangiug and comprehensive nature of UNIX thus adds to its
attractions.

Its critics say, among other things, that it is a cumbersome
system waich requires a good deal of main memery in the computer to
use it, that its syntax is clumsy, that not enough good commercial
applications software is available to be run under UNIX, that too
many different versions of UNIX exist, and that the progress in
spreading UNIX has been so slov that better operating systems are
now available. None of these points are accepted by UNIX
supporters, who point out that memory prices have fallen so much
that the gize of UNIX is no longer an argument against it, that
more user-friendly interfaces to UNIX are available, and that
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whereas in the past use of UNIX was concentrated in academic and
the scientific community, now much commercial software is available
for business applications.

UNIX is not only a technical phenomenon, however, it is an
illustration of the kinds of competitive tensions which character-
ize the world of hardware and software manufacturers. As such, its
history is confused, and its future only slightly less so. At one
stage it was regarded as a vehicle for challenge by AT&T ’its
original developers) to the position of IBM [27]. It has als. neen
seen as a means by which many other (mostly European) computer
manufactuzrers could mount a similar challenge, setting up a cor-
poration (X/Open) to do so.* Another approach through traditiomal
standards-setting seemed to bring consensus on a universal UNIX
interface (POSIX),** and involved several competing companies.
However, a growing commitwment on the part of IBM to its own form of
UNIX, called AIX, an: a developing relationship between ATET and
Sun Microsystems [31], may have been among the factors leading to
the formation of another body, the Corporation for Open Systems,
which united IBM with many other companies in a bid to promote open
systems based on tue X/Open and Posix standards.*®**

The organization X/OPEN is worth mentioning in connection with
UNIX because it shows a remarkable tendency on the part of several
hardware manufacturers, particularly European, to combine in what
is esgentially a market-gharing strategy. The objective is to
allow for the free movement of applications software from one make
of computer to another.®** By this means a large common market in
software can be created. If successful it would greatly assist the
survival of the smaller manufacturers of computers. At present
these have to go to considerable efforts to ensure that there is a
sufficient choice of software available for their computers. Given
the increasing development costs of software and the competition

#See (28], as reported in Data Processing Digest, October 1986.
See aleo (29]. The first step has been the preparation of the
X/Open Portability Guide, describing the common applications
environment (CAE).

#*Pogix is a standard for interfacing with UNIX, set by the
Institute of Electrical and Electronic Engineers (IEEE 100 3.1).
See [30].

**AThe Software Foundation js supported by Apollo Computer,
Group Bull, DEC, Hewlett Packard, IBM, Nixdorf and Siemens. See
(32], p. 62. 1Its work will be based on the IBM version of UNIX,
called AIX.

#a**The gtandardization work of X/Open is concerned not only with
UNIX but with applications languages, so that an application may be
written in a certain form of COBOL or FORTRAN and then run on any
X/Open standard computer without the source code having to be
changed. X/Open is including SQL (see following section 4) in the
next version of CAE.
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emerging from the microcomputing world, this is an ever more dif-
ficult task. For some manufacturers, a commitment to X/OPFN, and
to the development of UNIX as a standard, may well have been the
only course to follow.

It should be added that UNIX is not the only operating system
available for different brands and types of computers. Another one,
PICK, is an operating system with embedded applications, data base
management in particular. Traditional distinctions between opera-
ting system cosmands and data base inquiry languages become blurred
in such a context. PICK has done quite well in specific commercial
fields, but its role in more general applications is as yet unclear.

What does all this mean for the potential software producer?
There are two important lessons to be learned. The first is the
increasing complexity of operating systemg. UNIX exemplifies all
this very well. In itself it is complex, with many facilities and
many ways of doing things. But as well as this, there has been
over the years an accretion of software which adds to or expands on
the basic facilities »f the system. For instance, the IBM version,
AIX, has added half a million lines of code to the original version
of UNIX, according to an IBM advertisement in [33].

This trend in complexity is also seen in 0S/2, the operating
system to replace MS-DOS for personal computers using the Intel
80286 or 80386 microprocessor. MS-DOS was supplied on one dis-
kette, while the Extended Edition of 0S/2 will need about 16, but
it will include considerable data base and other capabilities [34].

Clearly thig could make things difficult for the new software
house. To master fully the complexities of new operating systems
may be beyond the capabilities of a gmall company. It may not be
able to discover all the tricks and hidden short-cuts in the opera-
ting system which can be used to give the package a unique
character. Again, one of the reasons operating systems are growing
more complex ig that, as noted, they are incorporating more and more
functions previously regarded as extras to be provided as additional
systems software or as applications software. Data bases and
data-base access sofiware is a particularly striking example of
this. The opportunities for third-party software firms are there-
fore reduced accordingly.

Apart from complexity, however, another clear trend is towards
less diversity in operating systems. The move tcowards a reduced
number of operating systems in the market is very clear. The UNIX
trend is only part of this picture. In large-scale mainframes IBM
has from 75 to 80 per cent of the total market, and has established
the MVS and VM operating systems as the de facto standard. In 1986,
there were over 20,000 copies installed (which were estimated to
generate recurring revenues of $1.5 billion) [35].

In minicomputers de facto standards are less clear, with many
manufacturers having their own proprietary operating systems. Some
formg of UNIX cen also be found, offered as an altermative to the
manufacturers’ own operating system. However, IBM's System 3X com-
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puters have Ltzen predominant. IMM was reported as giving the
System-3X installed base as 220,000 world-wide in 1986. The number
of application packages available was given as 4,000 [36].

In microcomputers the dominance of PC/DOS and the similar
MS/DOS as operating sytems is overwhelming. The only significant
alternative is offered by Apple Inc. The nev operating system 0S/2,
already referred to, will soon make an importart impact, even though
its finsl form will probably take some time to appear.

The future horizon, therefore, offers some measure of stabi-
lity for the new software developer. The trend towvards fewer
operating systems means larger potential markets. The hardware
trends which may ultimately lead to the disappearance of the tra-
ditional minicomputer will furtker reinforce this.

3. High-]level languages

High-level languages are so called because they allow the user
to comsunicate with the computer in a form closer to that used in
normal cosmunication. High-level languages are increagingly impor-
tant in the software world because of the hardware advances referred
to, and because of the increasingly competitive character of the
software market. Each of these points will be dealt with in tumm.
Since hardware change has meant faster processors and memories, it
means that it is more practicable to congider using a high-level
language in developing a piece of software. Previously, to get
sufficient speed in the final product it was often necessary to use
machine code or assembly language. This is in spite of the fact
that most programmers prefer to work in high-level languages, and
it is quicker to develop and test programmes in such languages.
High-level languages also have special characteristics which make
it less likely that the programme will contain mictakes.

Increased competition in the software market hags given a
further impetus to this trend, because use of a high-level language
can shorten the development time and can give access to a wider
market. While a computer-maker probably offers a slightly different
version of a high-level language, the conversion from one system to
the other can be straightforvard enough, provided the software
developer adheres to some minimal definition of the language and
avoids taking advantage of too many of the special features offered
in the computer manufacturer's compiler.

In general, the high-level languages in use are very old.
FORTRAN and COB0OL have existed in different versions since the
1960s. They maintain a strong user base and formal standardization
procedures continue to add nevw featurcs and improvements to them.
The rise of the microcomputer saw a revival of BASIC, first devel-
oped also in the 1960s for educational purposes. Business use of
BASIC appears to have received an impetus from this. However, there
has been a lack of standards and a divergent growth of versions of
BASIC far more sophisticated than the original. The spread of new
languages is also significant, however. Thes+ include C, Ada, and
Pascal.
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C is the lsnguage in which the UNIX operating system was writ-
ten. It is thus scarcely nev anymore, and yet in recent years has
grown rapidly in popularity and has moved outside the UNIX com-
mmity. Its virtues are several. It can attain in many cases the
speed of an assembly language while having most of the features of
a high-level language. It allows operations which are character-
istic of assembly language and machine code, permitting access by
the programmer to many aspects of the operating system and hardware
devices. This makes it suitable both for systems programming and
for process control and other real-time applications. The other
advantages of C include a number of sophisticated features such as
pointers and data structures (as in Pascal) and list manipulation
features (as in Lisp). For all these reasons, the language appears
to be being more and more widely used.®

Ada is a language developed for the United States Department
of Defense, which is now coming into wide use, including outside
the military field. The objectives of Ada vere to have a single
language that could be used for all embedded applications. It
would thus replace the use of asgsembly languages or specialized
languages for all real-time applications such as weapons control.
All contracts awarded by the Department would stipulate the use of
Ada. Once the standard had been defined, software manufacturers
began to prepare Ada compilers, the Department of Defenge set up a
comsittee to "validate" compilers, that is, to confirm that they
met the required definition of the languasge, and a large number of
compilers for different computers have already been validated.
Thus, in contrast to all other high-level languages, Ada's develop-
ment has been carefully controlled and standardized. The use of
Ada is another question: there are indications that because of the
very wealth of facilities available to the prograsmer in Ada, it is
perhaps unsuitable or at least unnecessary for many programming
tasks. This must mean that, at least in civilian applications, the
scope for the use of Ada may be limited. However, interest in Ada
and in related development has already extended far outside the
United States. In the future, as skills diffuse through the com-
mercial computing community, preferences may emerge for the use of
Ada if the programmers’ experience of what is undoubtedly a power-
ful spplications language is a positive one. Accordingly, the con-
clusion must be that Ada will be an important influence in the
commercial field, but that this is still some years away (39].

Two other languages, Pascal and Modula-2, are both inventions
of the Swiss scientigt Nikolaus Wirth. Pascal has establighed a
significant user base. It has advantages in many application
areas, in both commercial and scientific fields, although its suc-
cess has been greater in the former. An important feature of Pascal
has been its adoption by many scademics as a more guitable language
to illustrate good programming techniques. The theoretical trend
towards what is called "structured” prozramming can be traced to the
work of Dijkstra ([40], [41]), who has laid down bssic principles

#*For a review of the C language, see the articles in (37) or
see [38]).
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of the discipline. Pascal's advantage lies in the provision of a
large aumber of control structures vhich allow for the application
of these ideas in practice in a way that other popular languages
camnot do. By meeting several of the criteria laid down for
structured prograsming it found ready acceptance among those who
sought the reliability or verifisbility of computer programmes
designed according to these principles. Pascal is therefore a case
where academic theory did indeed provide a certain impetus for com-
mercial popularity.

Mainframe acceptance of Pascal has been less. Most major com—
puter manufacturers offer a Pascal compiler for their machines, but
its use in commercial data processing appears to be limited. The
reasons for this are that when change is contemplated (such as the
replacement of an old system written in COBOL) the designers are
likely to be more attracted by the increasingly common C language
or by the features of a fourth-generation language, since it may
already accommodate features (such as screen-handling and a data-
base query language) that are not part of the definition of Pascal
or of other high-level languages.

Modula-2 is intended to replace Pascal and to remedy its
observed defects. Its commercial prospects look mixed, partly
because of the wide use now being made of Pascal in those markets
which might have used it. However, its longer-term influence on
language definition and the next generation of computer langusges
may be congiderable: the true modularity possible in it, and the
pover of the user to define communications betweer different
modules, are features which are likely to be seen as very desirable
in any future definition of the correct functioning of a computer

language.
4, Fourth-generation languages

Fourth-generation languages (4GLs) are proposed by their pro-
ducers as a replacement for the traditional data processing
languages (such as COBOL, RPG, PL/1 etc.) which are regarded as
third generation. The second generation would include assembler
type languages which provide mnemonic and limited macro facilities,
one step removed from the first generation, the machine code used
by the first computers.

Fourth-generation languages have to be distinguished from
languages such as Ada, wvhich provide a number of new concepts for
practical use by programmers. Fourth-generation languages are
intended to reduce programming: the statements and commands
encapsulate many lines of COBOL or PL/1 code. Cperations that might
take & large amount of space snd time to specify in a third-
generation language can be conveyed in one or two lines, which are
often in a form that is nearer to English.

What might be called a subset of fourth-generation languages
is the programme or application generator. This is essentially a
compiler whose output is a COBOL progrem. Give the set of commands
which it is desired to implement, the program generator then pro-
duces appropriate COBOL statements. The advantage of this is that
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the code is, in principle, portable to another COBOL environment.
Another advantage is that the code produced can be examined and
directly modified in a way that is not possible with a normal cos-
piler whose output is sachine code.

A number o features may be part of the fourth-generation
language, including screen-handling, data entry, printing formats,
data base manaxement, access and updating. All these aspects, if
they are included, will be distinctive. Standards, whether formal
or de facto, do not exist at all in this area. Experience gained
in one fourth-generation language may not be of much use in another.
Bere is a field, however, where competition is increasingly fierce
between different groups. The computer manufacturers now often
offer some form of fouth-generation language, but the large
software companies are also extensively involved.

The futvre for fourth-generation languages is promising. The
driving force is the ghortage of programmers and the limited
increases in their productivity, combined with increasing pressure;
to computerize as many aszpects of commercial life as possible.
Competition combined with the increasing complexity and changing
character of commercial data to force companies to improve and
expand their information systems. However, the typical effect of
such pressures is a growing backlog in the data-processing depart-
ment of a company. Fourth-generation languages appear to offer a
fairly easy way out of this difficulty, since their main claim is
that applications can be developed far more quickly than by tradi-
tional methods. The drawback is that they require a certain com-
mitment of resources, a certain amount of retraining of staff, and,
most importantly, an abandoning in many cases of patterns of work
which have been in use for perhaps 20 years or so. In addition,
the very pressures on data-procescing managers will tend to limit
their scope of action. Concermed with maintaining, modifying or
patching up existing systems, they wili not have time properly to
examine the alternative approach to problems offered by the fourth-
generation language.

The other highly significant fcature of fourth-generation
languages is their convergence with date base management
systems (DEMS). The fourth-generation language may crffer a data-
base management system of some kind as an integral part of the
language or "environment"”, a somevhat vague term used to describe
anything from a user interface to a suite of programmes markcted by
the same producer with some commonalitr of command structure and
syntax. Alternatively, the data base management system may offer
sufficient facilities in terms of data input and output and report
writing, as well as data storage, so that its command structure is
in effect a fourth-generation language.

A good illustration of the convergence is the spread of the
SGL language. This is used to access data from relational data
bases. Developed by IBM, it has now become part of the X/Open
stendardization effort as well as being defined in an ANSI
standard. It is now availeble for many data-base management
systemg on mainframes, ninicomputers and personal computers also.
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5. Data-base sanagement systems

The growth of the data-base management systes, and, just a:
significantly, the broadening of its definition, may be seen as a
process where software has developed to meet the practical revealed
needs of computer users. The third-generation language FORTRAN
grew out of the need to express scientific relationships in
familiar, formula terms. COBOL was developed for the United States
Department of Defense, but it grew again out of the need to express
typical commercial calculations.

Third-generation languages deal with atomistic data. They do
not have built-in methods of handling lists, or collections of data
of different kinds such as "name, rank and serial number”. Equally
importent, the storage as such is not defined. The languages are
intended to proress data, that is, to read it into the computer, do
something to it, and then write out the result, whether to a screen,
to a disk drive or tu a printer. Even on-line gystems can be just
a straightforward extengion of this particular concept.

The data-base management sgystem provides a means of storing
data in such a way that some, or in some cases all, of the
relationships within the data are preserved and can be followed
through in gearching it. It also provides a way in which the data
can be selected according to different criteria and summarized.
Typically, this summarization procedure will be in the form of
printed tables of results. In this case the stage is called
"report generation”. The data-base management system may also pro-
vide a wide number of other facilities. These facilities can
include a number of ways of dealing with the input of data,
including its specification with respect to form and content in such
a way that only data of the correct type can be entered, and only
in certain circumstances and by persons authorized to add or amend
data in the data base. The facilities can also include a good deal
of "housekeeping” functions invisible to the user or the construc-
tor of the data base, but nevertheless important in ensuring that
the storage media (for example, hard disks) are used in the most
efficient and economical way.

Data-base management systems can be classified in many ways,
and they range from systems essentially analogous to card-files of
the conventional kind to other systems of an elegance and complexity
sufficient to exceed many ordinary commercial needs. A common
classification scheme is to divide data-base management systems into
three categories, hierarchical, network and relational. It is the
last category which is the focus of most new development and com-
petition,

Relational data bases are so called because they store the data
in such a way that connections can always be traced and revealed as
required, The origins of relational data-base management systems
can be traced directly to the famous article by Codd, who set out
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criteria for the establistment of the relational principle and
pointed out that no existing system wet these requiresents.®

The basic idea of a relationsl data base is that it treats all
relationships as composed of pairwige relationghips. This allows
all data to be stored in the form of two-dimensional matrices (that
is, tables). Depending on the data, it can therefore appear in more
than one table. At first sight thig duplication (or indeed muiti-
plication) of storage requirements appears very wasteful. However,
the design of the data-base management systems itself can zinimize
any duplication, and in any case with the rapidly falling costs of
hardware thig criticism will tend to be less important.**

In spite of the difficulties associated with transferring
existing systems, relational data-base management systems are now
making a considerable impact. The main reason for this is not so
much the perceived virtues of relational technology but the pres-
sur~ for the gystems in general. The informatior within an organi-
zation is increagingly seen as its most important asset, and easy
and flexibic access to it is required. The role of data-processing
departments is tending more towards the construction and mainte-
nance of a data base and the control and facilitation of access to
it. Thus, data-processing becomes a continuous task rather than the
series of discrete "jobg" into which it used to be decomposed.

6. Computer-aided design

Discussion of CAD is often bracketed with that of CAM, although
in practice it ig usually CAD that is being talked about when
CAD/CAM is under review. This is because of the role of the com-
puter in automating the process of design, a fairly clearly
delimited sphere. Roughly speaking CAD/CAM means in practice the
automation of the design process in manufacturing. When CAD is
combined with a wide range of diverse informatics techniques sguch
as robotics, remote sensing, process control, numerically con-
trolled machinery, automated stock-handling, ordering and inventory
management, then, provided all these processes are linked in a com-
mon communication and control system, the whole approach is known
as computer-integrated manufacturing.##

How can design be automated? Strictly speaking it is not the
creativity at the heart of the design process that is automated but
rather a number of mechanical tasks which the designer has to carry
out in order to realize his or her objective: a set of drawings and

#These criteria were set out in Codd {42]. More recently, Codd
is reported as having increased the number of rules to 166 features
grouped in 13 classes. See [43].

**Except in so far as it contributes to a slow-down in access
times.

#awFor definitions of CAD, CAM, CIM etc. see [12], annex I,
pp. 149-158.
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ingtructions for tooling up for the construction of the required
object. The designer draws on the screen of a computer terminal.
When the result is satisfactory it can serve as the direct input to
production {for example, by controlling the movements of a msachine
that culs or shapes some material according to the design that has
been achieved). More simply, the design can be produced as &
draving to be used by the production designer.

Drawing on the screen is accomplished by allowing graphical
input from the designer and using a number cf software and hardware
tools. The graphical input can take several forms: a digitized
image of a hani-drawn sketch can be used, or a joystick, or s
digitizing tablet, a mouse, or cursor keys. These treat each point
in the drawing as a series of co-ordinates to be afterwvards mani-
pulated, the rough initial sketch being refined on the screen to a
finished design. Facilities for doing this vary with the sophisti-
cation of the hardware and software, but include for instance, the
automatic joining of points (line-drawing), enlargement along s
specified axis, rotation about a specified axis etc. The g~neration
of three-dimensional objects (viewed, of course, in two dimensions
on the screen) is also included (with a selection of basic shapes
provided as building-blocks for the image). This allows an object
to be examined from any desired point of view, and can be a means,
for instance, of estimating the actual appearance of an experimental
design, and thus replacing the construction of solid wmodels as may
have been common practice in many industries. A cup, a table, a box
may, as a computerized image, be modified and 1e-examined and
appraised in a way that allows the designer rapidly to assess the
acceptability in production or congumer terms of a proposed design.
Another example from architecture is a package which allows the user
to design a building and "walk™ through it: given the structure of
the proposed building the computer can calculate how it would look
not just from outgide but from any position within any room of the
building also.

It is not perhaps surprising that some of the most sophisti-
cated applications of CAD, in fact true CAD/CAM applications, are
found in the electronics field. The design of electronic circuits
on 8 screen, with such features as automatic minimization of inter-
connections, is nowv standard, The output can range in sophisti-
cation from a printed design, to data in a standard format, to
specific control sequences for the machines which manufacture the
chip [44]. Even in such a highly specialized field however, there
has been a trend towards standardization: a growing commitment to,
for instance, the international graphics exchange standard (IGES),
the manufacturing automation protocol! (MAP) and O0S1 standards,
together with such de £acto standards as the Gerber data format and
the Sun work station as a "platform”. The growth of technical work
stations has meant the incresased availability of large sophisti-
cated processing power in individual units. It thus expands the
potential market, in unit terms, to a ccnsiderable degree. This
has provided an important stimulus for the creation of software
companies in the design field [45]).
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7. 1 £ ificial intelii bai
(a) Overview

The development of AI techniques is already having important
effects on the worid software industry. While debate continues at
a2 theoretical level as to wvhat is AI and as to whether there are
limits to its future development, it has as its main concern making
computers replace some primary human function such as sight, speech
or analytical thought. An alternative definition is the following:

Al is concermed with programming computers to per-
form tasks that are presently (sic) done better by humans,
because they involve such higher mental processes as per-
ceptual leerning, wemory organization and judgemental
reasoning."” [46]

Al techniques are influencing the following areas ir parti-
cular: speech input and output; pattern recognition, and expert
systems. Why is Al becoming increasingly important? The first
reacon is that the enhanced capability of computers makes poscible
the application of many Al techniques which rely on a good deal of
processing, typically in the form of searching for a matching pat-
tern between input and some stored data base. In this sense the
softwvare development is driven by developments in hardware. There
is also a growing demand for applications in speech and character
recognition, where the object is to automate the process of data
entry. This trend is encouraged by the growing availability of
enormous mass storage in the form of optical disks.

However, a definite if difficult to meagure factor influencing
the growth of the AI market is the push from software producers.
Many of these are casting iround for new product ideas. The personal
computer market is saturated with sgpreadsheets, word-processing
packages and integrated packages of various kinds. The mainframe
market still has many possibilities for increased gales in the areas
of data-base management systems and fourth-gemeration languages in
particular, but this market is weighted heavily in favour of the
computer manufacturers and of larger companies that can field a
sales force and provide service and support to a fairly conserva-
tive market. Thus, the search for new product ideas enters the area
of AI. This is not, of course, the only area in which activity in
the development of new software products is taking place. However,
it appears to many as the area which offers particular scope for
innovation and promises great rewards for success.

Other factors influencing the growth of AI include advances
made on the theoretical gide by researchers, especially in univer-
sities, who find the subject and the problems interesting.
Specialized demands, such as those by international organizations
for sutomated translation and interpretation, or the need to deal
in data-processing terms with a representationally complex language
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such as Chinese, also combine to give a further impetus to research
in this subject.*

Robotics and the automation of the manufacturing process arve
another cause of the growing interest in AI applications. The con-
stant search for an improved competitive position and, especially
in developed countries, the need to minimize total labour inputs to
the production process have caused accelerating interest and appli-
cations in this field. Other factors at work in the spread of
automation of the production process include the need to minimize
use of materials through more efficient cutting, measuring etc., to
speed up delivery times, to meet a wide variety of demands for dif-
ferentiated products, and to meet rapid changing demands or changes
in the relative costs of inputs.

Robotics and automation are not per ge a branch of AI, but they
increasingly use Al techniques, especially in such areas as sensing.
This means that machines are made to recognize objects or charac-
teristics of objects, either through direct contact or by vision,
where a digitized television image of the object is captured and
tested as to whether it matched a pattern already known to the
machine, and action is then taken accordingly.®*

Automation also includes the speeding-up of still manual tasks
of control by means of speech input and output. For instance,
instead of having gauges and indicators, a machine could "speak” the
temperature, pressure or whatever. In difficult industrial condi-
tions this may greatly improve the carrying-out of specialized
tasks, since the operator is not distracted from them by having to
monitor a dial, a graph or a digital read-out., Similarly, speech
input can allow control of a machine or a process without the
operator having physically to touch a button or a switch. Even
simple processes such as stock-taking can benefit from speech input,
since the stock-taker can simply call out the numbers and types of
the items being counted, rather than entering them at 2 keyboard,
using bar-code readers or any other direct handling of the objects
or equipment.

(b) Expert systems

Expert systems are the branch of Al applications in most wide-
spread use. They are systems which attempt to embody human know-
ledge and expertize in an accessible form, typically leading the
user through a series of questions to resolve a problem ([46), [50]
and (S1]). Expert systems are now a commercial reality. All the
main computer manufacturers offer products in this field. The
pioneering academic centres of expert system work, such as

AAutomated translation has been a particular focus of interest
at the Commission of the European Communities, with the Eurotra
project (see [47]). For a survey, see [48].

#*For a detailed account of pattern recognition techniques and
applications, see [49].
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Carnegie-Mellon, Stanford, Edinburgh and Marseilles, continue to
lead the. university world in the subject, but the bulk of activity
(often hidden) is in the commercial field.

In hardware, it has been noted that many purchasers are turning
away from dedicated AI work stations, and instead increasingly
taking the much cheaper option of buying a software package to run
on an existing personal computer such as an IBM PC or equivalent
[52].

In software the proliferation of expert system shells con-
tinues. A shell is the software needed to construct an expert
system, and written in a generalized form so that it can in > rin-
ciple be used for any subject area. Shells are offered for salie at
prices from several hundred dollars upwards, and new ones almost
invariably for microcomputers rather than for minicomputers or
mainframes. However, they vary very much in quality, sophistica-
tion and ease of use. Users also continue to develop their own
expert system software. For this purpose the PROLOG programming
language has made considerable progress. However, the United States
dominance in the commercial expert systems field means that the LISP
language still is the major one, since a heavy investment in this
language has been made by software developers and computer and
work-station manufacturers.*

The use of expert system shells will continue to increase, but
it is likely that a plateau will soon be reached. This is because
some disappointments can be expected: the naive business user who
purchases an expert system shell to be used on a personal computer
will gradually realize that he has bought merely a tool, and that
the task of constructing a useful expert system ig a fairly long and
demanding task that still lies ahead of him.** New shell products
can in the immediate future offer improvements only in fields where
progress has from some points of view been already sufficient to be
continued, for example, in faster inferencing, in more detailed
explanation of the processes by which decisions were arrived at, and
in the incorporation of more user-friendly techniques. Progress can
also be expected in the area of constructing the knowledge base,
allowing more flexihility in the specification of rules, for
instance. But the real problems of expert system construction
remain, strictly speaking, outside the realm of software. The
decisions as tc how to limit the problem area, how to ask the right
questions of the human expert and how to decide what are the impor-
tant parts of his answers are difficulties which the present levels
of software development .annot easily deal with, and from some
points of view have little if anything to offer.

#For instance, a recent article [53) setting out the condi-
tions for a successful expert system project spenifically mentions
the need for training in the LISP language. For a comparison of
LISP and PROLOG see [54].

#%0n problems of assessing expert system development see (55],
as reported in [56].
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A strategic choice for development would therefore be better
in the areas of construction of the knowledge base rather than in
the design and implementation of another expert system shell. The
construction of knowledge engineering tools to detect inconsisten-
cies at construction time, to suggest gaps in the information sup-
plied, to maintain check-lists of points to be covered, and to
detect and suggest promising lines of enquiry in the interrogation
of the human expert, are gome of the types cf software that could
be developed. To enter such a field of work for a software manu-
facturer may be a promising route for some developing countries.
Since experience is still limited in both developed and developing
countries, it may not be as difficult to compete internationally as
i». some other fields. The capital equipment costs are not high,
even though there will probably be a foreign exchange component.

E. Gemeral production strategy
1. Stages of software production

Traditionally, software production has been described mainly
in terms of the design and implementation of computer systems for
use within an organization or a complex piece of equipment. Much
attention has been given to stages of such an activity. A typical
classification is the following "software life cycle" ([57}, p. 3):

(a) Requirements analysis and definition;
(b) System and software design;

(c) Implementation and unit testing;

(d) System testing;

(e) Operation and maintenance.

From this and similar points of view, the production of soft-
ware is something which extends well beyond the actual design and
writing of a programme. It calls for a number of diverse skills
including human communication, personnel management, resources
planning etc., as well asg the traditional skills of the systems
analyst or programmer. Taken together in an integrated way, the
considered application of these selected skills has become the
discipline called "software engineering”. The rise of the disci-
pline is a response to the growing complexity of the task. As a
consequence of this development, considerable examination has taken
place of the various stages of the development of a system, with
rules and methodologies which can be applied to the practicalities
of software production, The allied question of the costs of soft-
ware development has also been explored,* especially in view of
the kinds of compiex systewms under development, often involving
large teams of staff and sometimes at different locations.

#*The best-known work on this subject is [58].
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However, from the point of view of the software entrepreneur,
the process has not been as well analysed. The conventional analy-
sis assumes that the idea already exists of what the software is to
do. It assumes also that, on completion, the system will be used,
perhaps after modification in the light of the intended user’'s
experience of the first version. But the software entrepreneur
faces two other stages: ome is the initial one of deciding what to
produce, and the other is the later stage of trying to sell it when
completed. The task is essentially a speculative one. The inter-
mediate stages, of design and implementation, have some sgimilarity
of characteristics, vhether the software is for internal use, is
being prepared to order, or is to be marketed as a package.

2. Product ideas

Ideas for new products come from an understanding of existing
software and perhaps also an understanding of another gpecialized
area. The potential software producer can be someone of a technical
or professional background whose idea for software derives from an
understanding of the way in which a computer can help in the work.
Equally, if the potential producer has access perhaps through pic~
paring custom software or providing computer services to some
specialized company or institution, this may also provide ideas for
new products.

A rough classification of ideas for new products is as
follows: invention; replacement; synthesis; link-tvpe software;
captive software; local software; embedded software; and custom
software.

The first type, invention, refers to the genuinely nev idea for
software, something that has not been tried before. While in the
early days of computing much new goftware could have been put in
this class, it is no longer easy to come up with ideas which are
genuinely original and at the game time practicable. A good example
is the spreadsheet programme. The first of these, VigiCalc, was
certainly an invention. The hardware conditions for its invention
were present in that it is a highly interactive concept: omnly the
availability of personal computers allowed it to be successful .*

The second type, replacement, includes the presentation of
existing ideas in a new form., The improvement can relate to a
number of different areas, such as the speed of calculation. This
is particularly important in data base software, where a "select”
or "soft" can, if complex, consume considerable resources. Speed
is also important for compilers and for CAD software.** Ease of use

*The initial success of Apple as a manufacturer has in fact
been attributed to the success of VisgiCalc. See [59].

#*For example, in an advertisement for the Oracle data-base
management system, the speed of selection, projection, and calcula-
tion is compared against that of selection in Informix, another
data~base management system [60]. In an advertisement for Turbo
Basic 1.1, both the speed of compilation and the speed of execution
of the object programme are compared to those of QuickBasic
(Microsoft) [61].
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is another field where improvements can readily be made to an
existing idea. This is encouraged by developments on the hardware
side referred to earlier, where the user interface is enhanced by
high-resolution screeng which can show features such as menus, icons
and windows, together with mouse pointers and speech input and
out-put. An otherwise conventional package can distinguish itself
and gain a competitive advantage by making full use of available
features of the hardware and software. Ease of use is a wider com-
cept. It can include the provision of extra functioms within a new
package to carry out operations which experience has shown are
necessary but tedious to perform with the existing package.
Improvement can also be in the area of removing restrictions on the
size of the problem to be handled by the software, these restric-
tions existing because of limited imagination on the part of the
original developer or hardware restrictions which have been made
irrelevant by new developments.

The third type, synthesis, refers to the creation of a new
class of software products by the merging of the functions of
separate classes. The best example is the integrated package which
can include most of the popular office software functions, such asg
word-processing, spreadsheet, data base, graphics and communica-
tions. As noted earlier, integration of this kind is a continuing
trend, brought about very often by the increased availability of
computer memory. Very often, the process of synthesis exploits the
innovative character of earlier products. What was a new idea, and
was sold separately, becomes a feature of the later package. There
is, however, a sense in which the combination of existing ideas also
represents a nev idea. For this reason the gearch for new product
ideas has to include consideration of existing ones, with special
attention being paid to the possible merging of ideas from less
obviously linked areas.

Link-type products represent a promizing field for software
development, but it is one which changes very quickly. By a link-
type product is meant one which overcomes improved communication
between systems of hardware and software. The definition thus
includes software to carry out such tasks as converting a file f:om
one format to another, or translating some code from one language
to another. It could algso include software to allow, for instance,
8 computer to use a printer which had not been designed for this
type of computer. At first sight, the possibilities for this sort
of product might be thought to be limited in the longer term by the
trend towards standardization, but this is not so. First, universal
standards are still years away; secondly, even the best standard is
made obsolete by techno- logical change; and thirdly, the very push
towvards standards creates a need for software products which allow
non-standard hardware and software tu communicate.

Captive software is the name used to describe softwsre pro-
ducts such as "add-ons"”, which are software providing extra features
or enhancements to successful products. It can include also other
products which are intended to improve the performance of success-
ful products, or, indeed, are intended to monitor the performance
of complex sgoftware in a way which will allow improvements in its
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use.® All these share a common characteristic, that they depend on
the success of anotker software product. Their potential market
size is determined by the number of copies sold of the other
product. More importantly, it is very vulnerable. For imstance,
the producers of the original product may decide to bring out a new
version which incorporates most of the features of “he add-on pro-
ducts. Again, a new version msy bpe incompatible with the existing
version of the add-on. This may not be intentional on the part of
the producers of the main software, but it can nevertheless create
considerable difficulties for those whose products are supposed to
work with it. For this reason such software products caa be called
captive: they are wholly dependent on the success of another. In
that sense they are analogous to software products which are almost
alwvays either hardwareor operating-system-dependent, or both, but
the difference lies in their limited functionality. What they do
for the user can be quite restricted, and the need for the function
as vell as the product can be eliminated at any time by developments
outgide their control.

Local software means the meeting of a particular national
practice by appropriate adaptation of existing software or software
ideas. This can zmount merely to changes in the language of the
command structure or user interface of a package. If, however, the
language is very different, there will have to be more elaborate
changes. Local business or governmental procedures in the form of
accounting, taxation etc. represent the most common origins of local
software. Although local software is usually produced in the coun-
try concerned, or else carried out for instance at the European
headquarters of & software package producer of a developed country,
it does not have to be so. A developing country software company
that produces & standard accounting package to meet the special
needs of the country has also sastered many of the skilis needed to
do the same for another developing country.

Embedded software is that contained in a machine vehicle, or
piece of equipment. As such it is usually developed by or on behalf
of the manufacturer, and is similar to the final category, custom
software, in that the aspiring software entrepreneur has to produce
this product to order and is essentially a subcontractor. While the
product itself is not marketed by the software producer, there is
nevertheless, especially for the new producer, a good desl of
marketing involved, since it is necessary to convince the client
that the software company has the skills and experience to carry
out the task correctly and on time. The difference between
embedded software and custom software is partly in the markets:
manufacturers of capital goods and consumer dursbles are the typical

*For instance, the very successful data base software for
personal computers, dBase 111, has engendered many other products
[{62). The operating system itself, MS-DOS, has done the same, for
instance with "shells” to improve the user interface (see (63], as
reported in [64]). On the mainframe side, a large number of per-
formance monitors are available; one source gives 43 for IMM
systems (65).
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users of embedded systems, while custom software could be writtea
for snyone. Embedded software is used by microprocessors or aicro-
controllers built into the equipment. It is ususlly very time-
dependent and vritten in assembler or in s special control language
(increasingly, Ada is being used). Embedded systems comstruction
may also in many cases require a much more detailed knowledge of
hardware considerations.

3. Choice of market

Clearly, the possible market will be partly determined by the
idea for the product. The idea may be in practice specific to a
particular application sector, a particular country or a particular
type of computer or operating system. To have as large a potential
market as possible is desirable, but iu the case of software pro-
duction it is particularly so because of the lov marginal costs
involved in expanded productiom.

In terms of large potential markets, consideration msust be
given not only to the installed base (the nusber of relevant com—
puters in use) but the type /mainframe, minicomputer or personal
computer). The price at which the product can be sold varies
accordingly, inversely with the number installed: thus personal
computer software, unless highly specialized, can hardly be sold
for more than sbout $600. Minicomputer and mainframe software is
considerably more expensive, and in fact is often rented, thus
giving the producer a certain control over future revenues.* The
question of pricing in general is also affected by technological
change: the shortening of product life cycles in the softwvare field
wmeans that pay-back periods have also to be shorter if they are to
exist at all.

A full understanding of the selected market is necessary, in
particular the motivations of the potential software purchasers,
which vary widely depending on the context in which their computing
work is carried out. For instance, the IM msinframe installations
constitute g large and stable market (with respect to sinicomputers,
a similar judgement can be made). However, the mainframe installa-
tions aiso constitute a market which has the following characteris-
tics:

(a) It is concerned as much or even more with quality and
service as with price;

(b) It has already been targeted by many others;

(c) It is in fact fragmented, since so many software products
have become “standards” within this typical environment. It is not
enough to be compatible with MVS, There is other system software

#*It is not an abso.ute control, because to raise rents too much
would open the door to a rival producer. But the inconvenience of
transferring to another software system would in any case deter many
from changing.
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(in teleprocessing, for instance) which has to be taken into
account. Sophisticated heavily marketed products such as data-base
menagement systems have specialized formats and imply certain ways
of working. Can the new product fit in with these?

(d) It is an evolutionary wmarket, not very much open to
significant departures from established wvays of doing things. This
is principally because of the need to keep established computer
systems operating. These have often entailed comsiderable invest-
ment costs and they provide informetion flows which cannot be
interrupted. For this reason, any new product has either to com-
plement existing systems or else provide a feasible wvay to replace
the existing system in an orderly manner. As noted esrlier, the
computer manufacturers have to provide a stable and secure environ-
ment for the purchaser. The user has to feel that the equipment
bought is not likely to become obsolete gquickly. In fact, it
usually does become obsolete quickly, in the sense that something
both better and cheaper will appear on the market soon after the
purchage has been made. But it can be said that the purchasers
grudgingly accept this, if their individusl expectations are met,
if the available equipment is within their bDudget, if it will do the
job it is intended for, and, most importantly if it can either be
physically upgraded (which is better) or else will use the kinds of
software that can also be used on the next generation of the com-
puter in question.

This last requirement means that the computer manufacturer has
to provide an "upgrade path”. This can take several forms, but the
simplest is a set of programmes that convert software written for
the old computer to software that will run on the new. Such a con-
version is not always necessary since the hardware may have been
designed to be "upward compatible”. However, on other occasions it
may be necessary to abandon such compatibility in order to exploit
fully the possibilities of the new hardware design or components.
It is in these cases that the provision of an upgrade path is
needed. Such a path can also include the provision of hardware
modifications, and the prevalence and cheapness of integrated cir-
cuits in many items of equipment makes this a relatively simple
task, since the replacement of one integrated circuit by another is
a relatively simple matter. However the provision of software that
converts old systems to allow them to operate in the new environ-
ment is one of the most usual ways in which an upgrade path is made
available.

There are cases, howvever, in which an upgrade path is not pro-
vided by the manufacturer. This can result from the purely practi-
cal calculation that the returns will not justify the development
effort, but it can also be that the benefits of the new technology
are sufficiently obvious and significent for the user to simply
abandon his old systems, running them in parallel with the new ones
only until the latter have proved their reliability.

In other cases there may be a 'generic” shift in the techno-
logy. An example is the movement from 8-bit to 16-bit micropro-
cessors, where the earlier generation (8080, Z80 and 6800) was not
compatible with the later (8086, Z8000, 68000) in terms of tne
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instructiong understood. Individual wmanufacturers may have pro-
vided upgrade paths for their own series of microprocessors, but
many microcomputer manufacturers took the opportumity of a techmo-
logical shift toc change their sources of microprocessors. Third-
party software companies, as well as chip manufacturers, offered
products, cross-assemblers, which allowed the instructions of ome
microprocessor to be translated into those of another. Thus, tech-
nological change created a gap which was filled by third parties.
Many other gaps necessarily arise, as long as the technology comti-
nues to develop, and such gaps always represent opportunities for
third-party manufacturers to provide a product which can fill the
gap and allov two previously incompatible pieces of equipment to
communicate with one another.

In considering markets, therefore, it is important to reiterate
that technological change creates markets in two distinct ways.
Firstly, through direct progress and the provision of new hardware
it encourages new ways of doing things and, accordingly, new soft-
ware requirements for software products which exploit the possibi-
lities of the new hardware. But there is a second type of market,
one created by the inconsistencies and discontinuities of techno-
logical change. Progress continues in many directions, and led by
many different companies in geveral countries. To reap the bene-
fits of more than one advance simultaneously may mean, for a new
product developer, a difficult probiem of integration: how to fit
together a sensor, a processor and a memory management unit in guch
a way that it will be of interest to users of another product that
happens to be highly popular but with which no suitable interface
exists. Integration, harmonization, commumication :.2 all goals of
the movement towards hardware and software standards. But in the
absence of uniform acceptance of standards, and in the face of the
continued assault on standards represented by accelerating techno-
logical change, the need persists for products to fill the gaps
between the advances on different fronts. The link-type product
idea is only one manifestation of technological change, which
increasingly determines the whole market enviromment.®

It was pointed out above that simply to follow what appeared
to be the largest or "standard” counfiguration of equipment may not
necessarily be the best approach. On the other hand to follow a
more specialized market carries its own risks. One of thcse is that

*Filling gaps, as a strategy, involves an appreciation of many
aspects of hardware and software. It may also involve working with
hardware directly to such an extent that the operation may seem more
like hardware manufacturing. But in fact there is no physical
transformation of the materials, apart from the linking of chips
and connectors together. The 2xact pattern of linkage may be
unique but it uses printed circuit board techniques that are well
understood. The real contribution and the sgource of value added
comes from the software, which can be embodied in read-only
wmemories (ROMs), erasable programmable read-only memories (EPROMs),
electrically erasable programmable read-only memories (EEPROMs) and
application-specific integrated circuits (ASICs).
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the market may be asbout to be eroded, or may be wiped out by the
emergence of some new tectmology or a rival product. Here the
development time is crucial in a way that is not necessarily true
for products directed towards a more stable or conventional mazket.
In the latter case, a product may still find buyers whether it
sppears in 12 or in 18 months. In a wmore specialized market, it may
coantract rapidly as the technology changes and the total number of
potential purchasers can diminish rapidly. This is still the case
even if the number of computers of a particular kind in use remainsg
the same. Although none are immedistely abandoned on the announce-
went of the availability of some superior product, decisions are
nevertheless taken on future purchase. Once such decisions are
made, it is then only for very compelling reasons that any software
product would be bought for the existing computer. Even though it
may remain in use for another year or even wore, the software market
is disappearing rapidly.

Being too near the frontier of hardware developments is equally
rigky, since the new development may fail to attract a wide market
and the work that goes into building software for it, together with
the consequent investment, may be lost. However, many promising
niches exist at this frontier. New developments in the masinstream
of hardware are also important and here the established manufacturer
of software is often at an advantage over new entrants. This occurs
particularly in the case of, for instance, microcomputers, whose
manufacturers are anxious to launch the machine on the market with
as vide a software base, or selection, as possible. This means that
they will make avsilable to sgoftware companies a prototype version
of the new computer, or at least disclose to them the details of the
hardware and opzrating system so as to allow the software manufac-
turer both to have a product ready for market launch simultaneocusly
with the launch of the computer itself, and also to enhance the
attractiveness of the computer to potential purchagsers through the
provision of software that exploits any special feature of the new
hardvare design. The companies selected for this favoured treatsent
are typically thoge that have produced successful packages in the
past, since too wide a distribution would discourage some of the
softvare manufacturers, who would feel that their competitive
advantage was being lost, and might also result in disclosure of any
still secret aspects of the hardware design.

Such a practice makes it more difficult for new entrants to
compete. It favours existing successful software companies. But
the practice was not developed for the sake of these companies, but
rather by the hardwsre manufacturers to ensure success for their
products. Therefore, they remain to some extent open to broadening
their range of favoured software companies, provided they are
satisfied that the company entrusted with detafls of their forth-
coming product is capable of producing something worthwhile in the
way of software for it. If can therefore beccme very important to
cultivate selected hardware manufacturers, to demonstrate the goft-
ware capabiiities of the new company and to convince the hardware
developers that the connection is worth developing. Such a task may
not be an easy one: it can require in some cases a physical pre-
sence in the same country as the hardware manufacturer or at least
very frequent visits to {t, and for a small company in a developing
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country this msay be an overambitious undertaking, given the foreign
exchange costs of establishing a presence in North America or
Western Europe.

However, some such contacts are essential for any software
production strategy targeted towards the leading edge of technology.
To be familiar emough with present and future developments to be
able to identify an emerging software product opportunity is not
easy when the research and development activity is far away and
sometimes hidden for commercial reasons. But there are many rela-
tively inexpensive methods of monitoring technological progress in
this field. Journals in electronics and computing are often inex-
peosive because of the high quantities of advertising that they
carry. Professional societies are usually very keen to expand their
international links and often have a proliferation of specialized
interest groups which act as a clearing-house for information (and
often standards) on particular hardi-are or software topics. Again,
hardware manufacturers often provide a great deal of printed mate-
rial on their own products or on technologies which they use. This
material is often free or else costs very little. Attendence at
large trade fairs, such as CeBIT or Comdex, is a relatively easy way
of becomi:g familiar with a complex and rapidly changing market.*

Co-operative arrangements for exchange of scientific and tech-
nological information are found both within the United Nations
system and as part of other intergovernmental arrangements. UNIDO
hag actively promoted information exchange both through the Techno-
logy Information Exchange System and more specifically in the field
of informatics technologies through schemes such as the REMLAC
regional micro-electronics network for Latin America. The fledg-
ling software company can do worse than investigate official
channels in its own country, to discover what information systems
are accessible as a consequence of international agreements.

The question of software protection should also be mentioned.
The subject is a complex one since it includes technical as well as
legal congiderations. The investment made by the producer has to
be protected through some system or systems which will prevent
unauthorized copying of the software. This can lead to a loss of
potential revenues, and means to guard against it range from physi-
cal protection of the software diskette to the application of patent
and copyright law, #%

*Representation at these fairs of the new goftware company is
another matter and often an expensive one. The average cost of the
spacc for a stand at CeBIT is 200 deutsche mark (DM) per square
metre, and to this must be added the construction of the stand and
many other associated costs. The total expenditures of Siemens in
1989 was DM 8 million. See [66].

#%See [67]. On the terms and conditions of software sales, see
[68].
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4. Investment costs

The investment costs associated with software production
include the provision of hardware and software equipmwent. Clearly
there will be a need for computer hardware, the same as or better
than that for which the software will be written, although develop-
ment hardwvare which can simulate the largest hardvare may also be a
possibility in a few cases. Inefficient hardvare or limited access
to it does not make it impossible to produce marketable software but
it adds to the developwent time. This might not appear to be so
much of a problem if local personnel costs are low, but if the pro-
duct under development is in any way sensitive to technological
change, then developmen. time can be decisive in determining the
success of the product. Too long a wait may make it obsolete, or
the problem it is to solve has been taken care of by someone else.

Investment in software is at least as important for this
reason, and for others. The choice of the correct tools will not
only reduce the development line but will also make the final pro-
duct more attractive and relisble. Software products are available
which are designed to assist ir all stages of the production of
software, including design, production, documentation and mairte-
nance. The oproducts include the following:* design tools, which
=iliow the conceptual structure of the software system to be ana-
lyzed; optimizing compilers, which produce efficient object codes
by analyzing the source code for redundancies; fourth-generation
languages and application generators, which may also have a number
of other tools as features; screen generztors; many forms of debug-
gers, which check the source code for errors; execution flow sum-
marizers; file comparators; and tranglators.

Many of the features found in such software tools are also to
be found in the new generation of software tools known as computer-
aided software engineering (CASE). These include what are called
progranmetrs work-benches or analyst work-benches. The more com-
prehensive type is called an integrated projects support environment
(IPSE), capable of controlling large software projects and ensuring
consistency in the work of the different people involved and
generating comprehensive docusentation for the product.

These products vary in capabilities and in price. Their
potential contribution to the success of the final product can,
however, be very great, and productivity improvements of from 20 to
30 per cent have been cited of IPSEs [71]. The cost of such tools
may therefore be a centrally significant feature of any detailed
feasibility study for a software product, and the savings in labour
inputs and project time, as noted, must be taken into account. This
is 80 although estimating the work involved is difficuit. Most cost
estimate methods for software production require the number of lines

#See [8] and [57). See also [69], as reported in (70], for
some examples of COBOL tools for an IBM environment.
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of code as a starting-point.* It can also be important to follow
design procedures which allow generalized parts of the software to
be used again in subsequent products (“re-usable code").

The second main advantage of such tools, that they greatly
reduce the potentizl for errors in the final product, will have an
impact on the cost structure at a later stage. A faulty product
will not only give the new producers an umfavourable reputation,**
it may also lead in some cases to liability for consequential
damages. As a result, there has been a growth in independent com-
panies which for a fee will test a software product for errors
before it is marketed. Their customers include very large and suc-
cessful software producers [75].

#See [72], as reported in (73], and also [58].

#*It has been suggested, however, that the maxim '"any publicity
is good publicity"” applies here, but this seems to be more in con-
nection with large companies who can supply updates at relatively
little cost to registered users and thus get a good reputation for
quality control. See [74].
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BUSINESS FAILURE IN GREEK MANUFATURING TNDUSTRY:
SOME EVIDENCE FOR POLICY

George H. Katsos and Joseph N. Lekakis*

Introduction

The important issue of business failure arouses the concern of
investors, bankers, managers and policy-makers. In literature omn
the subject an attempt has been made to determine the degree of
influence exerted by both intra-firm and aggregate external factors
on failure rates. Intra-firm factors are associated with the type
and quality of management, which is responsible for business strat-
egy and progress, while external factors include macro-economic
conditions and policies adopted outside the business community.

In a study of intra-firm factors, J. Argenti ([1], p. 123)
reports that bad management is almost universally recognized as the
prime cause of business failure, and identifies the following six
main structural defects of management: one-man rule; non-
participation by the board; existence of an unbalanced top team;
lack of management depth; poorly organized finances; and the prac-
tice of combining the roles of chairman of the board and chief
executive officer.

With regard to extermal influences, the same author ([1],
pp. 128-130) suggests that price controls, strict environmental
regulations, and other technological, political, economic and
social factors are significant determinants of failure. In a more
recent systematic study of external influences, C. Cumming and
K. Saini [2] built a single equation model based on the underlying
assumption that the factors determining failure at the firm level
can also be used to explain the phenomenon in the aggregate. In
their model, they regress the number of bankruptcies in Japan and
the United Kingdom of Great Britain and Northern Ireland against
the price level and aggregate demand, costs and interest payments.
The major conclusion drawn from their work is that bankruptcy
growth rates are explained to a large degree by debt service costs
and individual components of aggregate demand. Altman ([3],
pp- 83-98) chose a different set of independent variables to pro-
duce findings indicating that marginal firms in the United States
tend to fail much faster when there is a decline in economic
growth, stock market performance, money supply growth, and business
formation. He also notes that the literature on the issue of
aggregate external factor influence on business failure is limited
({3}, p. 84). Finally, in a study of the effects of federal credit
policies and aggregate business failure in the United States,
Archibald and Baker [4] conclude that the non-market allocation of

#Regearch Associates, Centre of Planning and Economic Research,
22 Hippokratous Street, 106 80 Athens, Greece. The views expressed
in this paper are solely those of the authors.
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credit to firms that have a lesser probability of survival contri-
bute to higher failures. In addition, federal loan guarantee pro-
grammes merely postpone failures which then eventually grow into
larger failures.

Macro-economic policy choices acting as aggregate external
factors may have profound effects oa business performance, espe-
cially in countries where government intervention is frequent and
decisive. The role of trade, taxation and financial and other
policies has often been emphasized in the literature, with the main
focus on paths to development [5] because national efforts since
the Second World War have been concentrated on the creation and
expansion of industries.

The experience of failing manufacturing firms in Greece is
considered in this paper within a dual microand macro-economic
framework, thereby contributing to the existing scarce literature
on the subject, and useful polic;’ conclusions are drawn. The few
sectoral studies of the Greek economy have touched upon some of the
causes of failure in the manufacturing industry. Inadequate man-
agement, characterized by a lack of innovation and a failure to
deal efficiently with the task environment, has been suggested in a
study by Tsoris [6]. Giannitsis and Vaitsos [7] have also pointed
out the lack of technological innovation, but without detailed con-
sideration of the causes. In another work the thesis of a lack of
technological innovation is rejected ([8)], p. 39). In a few
studies it has been observed that many failing firms have had a
high debt-to-equity ratio [9]. The basis for that observationm,
which reflected the way in which manufacturing industry was origi-
nally created through abundant credit, business choices and govern-
ment policies, will become clear in this paper. A few other
studies have revealed that, in order to finance new investment pro-
jects, firmg have had to borrow in the short term ([10]), [11] and
[6]1). None of the studies, however, systematically addresses the
problem of failure in the context of policy-making, on the bagis of
information received directly from firms.

The approach followed in this paper is guided by the belief
that micro-level data are of invaluable significance for the analy-
sis of business failure, and that ovidence associated with both
intra-firm and external causes of failure can be incorporated into
the decision-making process. Date have been drawn from various
sources, including the National Statistical Service of Greece, the
Bank of Greece, ICAP (a private consulting company), the Union of
Creek Industrialists and personal interviews with manufacturing
business officials. Before business failure is considered from an
analytical perspective, data on manufacturing growth from the end
of the Second World War up to 1974 are presented in section A. The
year 1974 is chosen as a dividing line for the following three
reasons: it was the year in which the pressures produced by the
first oil crisis began to spread their effects through the domestic
economy; it saw the departure of the military government; and it
gave rise to new challenges for economic policy in Greece. The
experience of failure in Greek manufacturing industry is summarized
in section B. A discriminant analysis model is developed in
section C using variables assembled from company financial
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statements, in corder to trace the relative importance of the
factors determining business failure. The results of a set of
tests for effective management in solvent and insolvent firms are
presented in section D. The relative impor- tance of aggregate
external factors as causes of failure in the Greek manufacturing
sector are explored in section E, with emphasis on cost, price and
demand conditions. Finally, in section F, the Greek experience is
summarized and policy conclusions are drawm.

A. Growth of the manufacturing sector in Greece

The manufacturing sector in Greece started to grow at a brisk
pace immediately after the Second World War as a result of the
general reconstruction effort in transports, agriculture and
energy. Planning for manufacturing growth effectively began in
1953, with emphasis on energy. During the same period, growth was
mainly centred on certain development projects in the fertilizer,
aluminium, magnesium, nickel, soda, sugar, steel, o0il refining and
ship repairing industries [12]. Invisible receipts and the inflow
of private foreign capital, supplemented by the aid programme of
the United States of America,6 were identified as the main sources
of foreign exchange needed to import machinery and equipment. By
those means, a 6 per cent growth of gross national product (GNP)
per annum could be sustained ([13], p. 2).

The absence of private capital markets compelled policy-makers
to use bank credit as the sole means of financing manufacturing
investment projects. Development of such markets was inhibited
because large labour migration from rural to urban centres, signal-
ling the transformation of Greek society from a peasant to an urban
one, made investment in housing a major priority ([14], p. 70).
Credit to manufacturing increased by approximately 32 per cent per
annum throughout the period from 1953 to 1973, during which Greek
manufacturing industries achieved remarkable growth in real terms
(9.5 per cent per annum), following a 7 per cent annual increase in
aggregate demand.

Greece did not apply strong import restrictions as a means of
spurring manufacturing growth for various reasons. Beyond equip-
ment and raw materialg, imports of a variety of foreign-made pro-
ducts were essential for further growth. More essential, however,
was the choice of the country to become an open economy. As early
as 1953, almost all quantitative restrictions on imports were
lifted, and export subsidies, which had previously amounted to 100
per cent of f.o.b. prices, were abolished. Further, in 1961,
aiming at a higher export performance, Greece joined the European
Economic Community (EEC) as an associate member. Goals set by the
five-year development plan for the period from 1968 to 1972 [15)
favoured the creation of large firms to reap economies of scale.
Small firms, however, have been found to be more efficient, and
hence less vulnerable to economic downturns {(9]. In 1970 the
authorities changed course and decided to subsidize exports up to a
maximum of 25 per cent of f.o.b. prices. Exports increased rapidly
between 1970 and 1974,
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B. The fail £ £ ing fi

Immediately after assuming power, the civilian Government
reshuffled its expenditures. Fearing a possible conflict with
neighbouring Turkey (following the militery action of 1974 in
Cyprus), the Government increased national defence spending. In
addition, the first oil crisis forced it to allocate more funds to
energy imports. As a result, there was a sgignificant cutback in
resources available to manufacturing, including public investment,
various subsidies and grant prograsmes. Exports subsidies, speci-
fically, were reduced and gradually abolished, reflecting the
above-mentioned factors and the obligation of the Government to
pave the way towards full membership of the EEC.

The inflationary spiral which appeared at that time reflected
the relative scarcity of resources. Unit production costs in manu-
facturing industry began to increase rapidly. Simultaneously, in
an attempt to avoid the negative impact of continuing inflation on
the volume of private deposits, the Government raised nominal
interest rates and, consequently, the cost of lending. Increased
production costs, rising competition from anewly industrializing
countries* and the European recession of 1976 to 1980 had adverse
effects on business profitability. The expectations of investors
soon followed the downward profitability trend and the manufac-
turing index decreased rapidly. Even though the stock market is
not a gignificant source of business financing, the end-result was
that real growth rates :n manufacturing investment approached zero,
and in certain periods even became negative.

In 1977 the Government openly spoke about the existence of
"ailing” or "problem" (the more popular term) firms that were
having difficulty in meeting their sghort-term obligations. In 1983
it announced a plan to bail out such firms, in an attempt to aveid
the increased unemployment that would arise from the closure of
manufacturing plants. Problem firms were either bailed out or
declared bankrupt. The immediate result of supporting a firm under
the plan was the installation of new management chosen by the
Government. The manufacturing branches in which business failures
were concentrated included beverages, tobaccc, textiles, clothing,
paper and paper products, machinery and tools.

C. EKEvidence from financial ratios

The analysis of financial ratios provides valuable insight
into the caugses of business failure. The aim is to determine the
relative weight of variables that may be used to explain failure or
success at the firm level. To develop an appropriate framework, a
five-variable discriminant analysis model wag applied to a cample
of 104 firms, half of which were ready to close down in 1982, while
the other half had no serious problems. Each group was matched

#The term "NIC" is used extensively to describe developing
economies, be they countries, provinces or areas, where there has
been particularly rapid industrial growth.
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with the other in terms of size and manufactured products. Evi-
dence from this part of the analysis is discussed later in the con-
text of both intra-firm and aggregate external influences on
business performance. The five variables selected are as follows:

X} = Net working capital/total assets

X2 = Retained earnings/total assets
X3 = Earnings before interest and taxes/total assets
X, = Equity and retained earnings/total liabilities

Sales/total assets

Xsg

The model is comparable to that constructed by Altman, with one
exception. Since the stock of many of the firms is not traded, the
definition of the variable X;, in this analysis is a proxy to
that used by Altman ([3], pp. 102-125), defined as the market value
of equity divided by total liabilities.

The estimated Z function has the following form:
Z=-0.523 + 4.56 Xy + 0.27 X9 + 0.01 X3 + 0.46 X; + 0.75 Xg

with the scale vector being X;, X3, X;, X5, Xz, the
sequence showing the relative importance of each variable in
explaining busi:.:ss failure or success. The model clagsified firms
as failed or not failed with a probability of 0.86, with lower and
upper limits of the Z values being -0.27 and 0.28 respectively.
The primary resuit, as expected, is that failure is attributed to
low cash-flow capabilities of the firms.

D. Intra-firm causes of failure

In any firm, cash-flow prob_ems are primarily the responeibil-
ity of the management. Three tests of effective management were
conducted. The first test dealt with gearing behaviour, the second
with the firm's ability to respond to changing competitive con-
ditions, and the third with the structure of management.

In the sample of problem firms, it was found that gesaring
behaviour increased from 71.9 in 1973 to 87.5 per cent in 1980,
compared with a slight decrease from 65.6 to 63 per cent in
non-problem firms during the same period. Hence total liabilities
had a profound impact on the ability of problem firms to meet their
short-term obligations, that is, variable X, in the model
influences Xj.

The two sample groups responded in diametrically opposite ways
to the rising competition of the 1970s, which originated in the
newly industrializing countries and the European recession of the
period from 1976 to 1980. Instead of retrenching their export
activities, as did their healthy counterparts, problem firms acted
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rather irrationally by undertaking additional export-oriented
investment projects. New projects were financed with borrowed
capital at a time when interest rates could be expected to rise in
response to preceding inflationary pressures. In probles firms,
exports as a percentage of sales changed from 26.8 per cent in 1976
to 31.8 per cent in 1980, in contrast to healthy firms, exports of
which dropped from 42.8 to 30 per cent in those same years.

The top management structure was tested in 34 large firms
employing approximately 20,000 persons, which represents approxi-
mately three quarters of the total labour employed in 150 firms
that were ready to close down in 1982. In 27 of the firms in the
test sample at least two board members belonged to the same family;
in nine firms more than four board members came from the same
family; and in 12 firms housewvives were algo registered as board
members. In 14 firms two or more members had the same profesgsion,
while in an almost equal number of firms (13) the chairman of the
board was also the chief executive officer. These features are
perfectly consistent with those identified by Argenti [1] for bad
management, namely one-man rule and the existence of an unbalanced
team at the top. The accounting information supplied to management
in the test firms was adequate, according to opinions expressed by
experts employed by those firms.

E. #Aggregate external influences and business failure

Cash-flovw problems in any open economy such as that of Greece
are almost by definition a regult either of a lack of adequate
demand that has a negative impact on sales and business profits, or
of increased costs combined with fixed or decreasing prices that
lower profit margins. Those varisbles provide a broad framework
that encompasges the Cumming-Saini model ag well as most of what
Altman regards as externsl causes of business failure. The factors
that affect the two variables therefore need to be delineated.

As a basis for the analysis, it should be noted that in the
scale vector obtained using the discriminant snalysis wmodel,
variable X;, which is cost-related, ranks higher than variable
X5, which is demand-rezlated. A graphical representation of debt
and sales prcfiles over time illustrates the different trends. The
figure shows debt and sales ratios of problem and non-problem firms
for the years 1973, 1978, and 198C.

In the figure, problem firms appear to combine falling sales
with rising debt, in contrast to their healthy counterparts whose
sales ratios increased while their debt profile showed no signifi-
cant change. This does not mean that the sales of problem firms
were in fact decreasing. It was the increagsing value of the denom-
inator (tctal assets) caused by the accumulation of new capital
assets that made their sales ratios follow a downward pattermm. On
the basis of the sample data, the average annual growth rate of
fixed asset accumulation by problem firms during the period from
1973 to 1982 was aimost 12 per cent, as compared with only around
5 per cent for non-problem firms.
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DEBT AND SALES RATIOS OF PROBLEM AND NON-PROBLEM FIRMS

(1973-1960)
Debt/total asset; or sales/total assets
1.0 9
0.9
P i -
0.8 roblem firms — debt
0.7
Non-problem firms — sales
06~ Non-probiem firms — debt
— —— \\
T =~ __ Problem firms — sales
~~~~ —
‘ﬁ“h
1973 1976 1980

1. Demand conditions

The assesgment of demand conditions as determinants of reduced
business performance requires tracing aggregate demand components
over time, in order to identify possible congtraints that had an
effect on the emergence of problem firms. For the period after
1974, table 1 shows individual demand ccmponeatc comprising
exports, both competitive and non-competitive imports, and domesti-
callr produced and demanded manufactured goods.

As reflected in table 1, exports of manufactures to European
member countries of the Organisation for Economic Co-operation and
Development (OECD) grew at rates which did not differ from those
recorded by other member countries. Goods produced by problem
industries appear to have experienced even higher export growth
rates. Consequently, low exports did not result in a lack of
aggregate demand.

Imports grew at rates more or less equal to those for other
OECD member countries. However, foreign goods similar to those
manufactured by procblem firms were imported at much higher rates
than those of total imports. The high growth rates of demand for
imports reveal the existence of significant import penetration, the
index o which rose from 0.375 to 0.360. This implies that domes-
tically produced goods had become less competitive because of
events or policies that had a negative effect on relative prices.
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Table 1. Aggregate demand components, 1974-1982
(Annual rates of growth)

In total In problem

Demand component manufacturing a/ industries b/
Imports
Greece 8.0 18.5
European members of OECD 9.1 -
Exports
Greece 9.9 15.5
European members of OECD 8.8 -
Domestic demand for

domestically produced goods ¢/ 5.8 3.5

Source: Organisation for Economic Co-operation and Develop-

ment, Foreign Trade by Commodities (Paris, 1986), vol. 1.

a/ Categories 5, 6, 7 and 8 of the Standard Intermational
Trade Clasgification.

b/ Industries in which problem firms appeared in greater pro-
portions.

¢/ Calculation: based on data from the National Statistical
Service of Greece.

All of the above-mentioned factors lead to the conclusion that
demand was not declining., Evidence from micro-level data must
therefore be incorporated to assess the adequacy of aggregate
demand. Specifically, an interpretation of sales profiles for the
problem and non-problem firms referred to in the figure is needed.
The first-best hypothesis is that unlike problem firms, non-problem
firms had increasing sales because of their ability to become more
competitive by international standards.

2. Cost conditions

The expected impact on cost structures of policies such as
those on taxation, the environment, incomes and credit is con-
sidered in the following review of cost conditions for the period
after 1974,

To begin witk, taxation policies do not appear to be a signif-
icant factor in increased costs and reduced performance, for two
reasons. On the one hand, indirect taxes collected when inputs are
traded are always reimbursed to the companies, especially when the
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companies are export-oriented, as were the problem ones. Further,
higher indirect taxes apply to imports of final products and not to
raw materials ‘16]. On the other hand, while corporate income
taxes were no. increased after 1974, marginal increases in tax
rates of distributed profits could always be circumvented by
reinvesting profits.

Environmental controls also do nyt appear to have influenced
manufacturing business performance. The most serious step toward
the control of industrial pollution was taken at a time when the
issue of problem firms had been recognized ([17], pp. 23-24). In
1979, the Ministries of Industry and of Labour drafted an Eaviron-
mental Pollution Control Act and submitted it to Parliament for
approval. Among other things, the draft legislation provided for
the introduction of stationary source emission standards. Parlia-
ment, probably fearing that such controls would be lethal to the
already troubled manufacturing sector, did not enact the legisla-
tion. The Ministries of Industry and of Public Health did exercise
some pressure on firms located in the Athens metropolitan area to
curb their pollution, mainly by ordering the burning of Ilower-
sulphur fuels in combustion processes. The absence of cost records
on industrial pollution control and of complaints by the business
community against environmental regulations also weakens the argu-
ment based on the costs of environmental protection.

Unlike taxation and envirommental protection measures, how—
ever, incomes policies did influence costs, since the Government
responded positively to trade union demands for higher wages ttat
had previously been rejected. Therefore wage increases were not a
result of increased demand for labour arising from a need to expand
the volume of industrial production. The ratio of prices to labou
costs decreased significantly between 1974 and 1982 [18].

Credit policies also appear to have played a decisive role in
cost determination. Unlike the period before 1974, when credit to
manufacturing industry increased in real terms and borrowing costs
were lower, credit conditions in the period after 1974 worsened.
The real growth rate of credit decreased from 24.5 to 7.1 per cent
per annum, while interest rates jumped from 7.5 to 21 per cent. In
1978, especially, interest rates rose to prevent negative effects
on the propensity of private depositors to save. The operational
structure of the financial system represented &n important element
of credit policies at the time. The system was essentially con-
trolled by the Government [19]}. The processing of applications for
nev loans was primarily characterized by the inability of the banks
to determine final investment costs. That was due to the lack of
the following: qualified techno-economic studies submitted by
firms to meet application requirements; monitoring of projects to
ensure timely execution; and adequate consideration of macro-
economic factors such as inflation and interest rates.

Even thougn both incomes and credit policies did inflate some
major cost items, firms could ease the burden by rescrting to
factor-saving techniques and investment strategies. Cost elastici-
ties with respect to output are presented for problem and non-
problem firms in table 2.
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Table 2. Cost elasticities in problem and non-problem firms

__ Problem firms =~ _ Non-problem firms

Major cost item 1973-1976 1277-1980 1973-1976 1977-1980
Manufacturing 1.28 1.10 1.96 0.76
Labour 1.54 1.49 1.97 1.03
Debt service 1.68 2.07 1.35 0.89
Total 1.36 1.45 1.96 0.83

As reflected in table 2, manufacturing and labour cost elasti-
cities for both groups fell over time, but the debi-service cost
elasticity rises only in problem firms. Total cost elasticity in
problem firms also appears to increase as a result of debt-service
cost effects. Those findings show that both groups were capable of
reducing the relative burden of manufacturing and labour cost
increases in the period after 1974 through factor substitution.
Specifically, entrepreneurs responded to increased costs of raw
materials and labour by additional capital investment which changed
the factor combination. Unlike their healthy counterparts,
however, problem firms financed such projects through fresh credit
that was granted almost unconditionally. Interest rates on
contracted loans were not fixed, but were allowed to follow the
pattern of "market” rates set by the Government. The unexpected
rise in interest rates in 1978 was reflected in the higher
debt-service cost elasticity of the period from 1977 to 1980, the
major impact of which was the reduction in profit margins.

The above findings add fuel to the controversy surrounding the
impact of real interest rates on business performance in Greek
manufacturing incdustry. On the one hand, it might plausibly be
argued that gince real interest rates were either zero or negative
because of inflation, business performance should not be assouciated
with them. A counter-argument supported by the present study
rejects tha: claim on two not mutually exclusive counts, First,
rising costs ieading to a reduction in profit margins have a cata-
lytic effect on a firm's ability to meet increased financial obli-
gations in nominal terms. Secondly, under those conditions, lower
net returns, attributed to costs rising faster than prices, when
discounted by a higher interest rate, make current project values
look less attractive than they were when the project was initially
congidered.

3. BPrice conditions

Price formation in Greek manufacturing industry has been
affected chiefly by changes in ccst ccmponents and not by changes
in demand ([20], p. 74). Price controls were not introduced until
1979, when problem firms had already been discovered. All price
increases were subject to the prior approval of the Ministry of
Commerce. Once higher production costs were adequately justified,
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approval was guaranteed. Between the time of rising costs and that
of approved price increases there was, however, a lag that may have
had a negative effect on profit margins.

A more essential feature of price conditions during the period
after 1974 concerns the open character of the Greek economy.
Domestic production is prone to internmational competition as there
are no serious impcdiments to trade [16]. Therefore, the prices of
domestically produced goods move pari passu with those of imported
goods. Correlation of import prices with prices of domestically
manufactured products is found to be equal to 0.95, which reveals
that imports are price leaders. The major conclusion to be drawn
is that increased costs experienced by problem firms could not be
shifted through higher prices without losing an element of com-
petitiveness and market share.

F. Conclusions

Business failure in Greek manufacturing industry during the
late 1970s and early 1980s was a result of both intra-firm and
aggregate external causes. Problem firms followed rather risky
growth policies, under a management lacking sufficient business
acumen, especially weak in the areas of investment and sales stra-
tegies. Problem firms desperately needed much higher selling
prices to counterbalance the unexpected rise in debt service costs.
However, the price leadership exercised by foreign competitors
acted as a constraint on price increases. Therefore, the reduction
of profit margins in problem firms, ard hence their financial dis-
array, was an inevitable product of their inability to affect
prices and control debt service costs. Careful evaluation of
government policies during that period apgears to show that credit
policies played a most crucial role in the determination of costs.
Higher interest rates hurt problem firms severely, since their
expansionary investment strategies had relied solely on bank
credit. As a result, profit margins narrowed to a point where cash
flow emerged as the most immediate cause of failure.

The findings presented in this paper complement the limited
available literature in various ways. On the one hand, with regard
to intra-firm causes, the findings are comparable to those set out
by Argenti (1], who attributes failures to bad management. On the
other hand, with reference to external influences, unlike Cumming
and Saini (2], who found both debt service cost and aggregate
demand conditions to be the two principle aggregate external causes
of business failure in Japan and the United Kingdom, this paper
sugges.s that it was debt sgervice costs alone that led problem
firms in Greek manufacturing industry to their demige. Further,
with respect to the Archibald-Baker (4] conclusions, the
operational deficiencies of the Greek banking system differ only
marginally from those of the non-market allocation activities of
federal agencies in the United States. Non-market allocation of
federal credit to less efficient firms in that country simply
postponed business failures. In Greece, credit policies acted as &
catalyst for failure.
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The quest for growth in manufacturing industry should not be
set within a narrow growin-oriented policy framework. Growth needs
to be sustain:d and protected from the possible negative influences
of the firm or of the policy-making machine itself. Policies need
to be proactive. The most effective way »>f preventing business
failures in countries such as Greece would be by freeing the bank-
ing system go that it could operate under free market conditions, a
point repeatedly emphasized in the development literature. In many
countries, however, including Greece, such a goal may be essential-
ly unattainable, given their social structures and the powers
claimed by central Governments. Under such conditions, the next
most suitable policy framework should incorporate failure fore-
casting and effectively use the results. MNoreover, while tlLe
introduction of new credit supply rules linked to the type and
quality of management seems imperative, government agencies also
need to pursue more congruent macro-economic policies.

If the results of the above meagures remain inadequate, there
exigt other ways to cope, at least in part, with the problem of
manufacturing business failure. When suspected failures can be
attributed to current policy instruments, the best means of avoid-
ing further failure and adverse publicity is to compensate the
specific industry for higher production costs. This last proposal
raiges the following important question for future research: '"Did
the bail-out programme for failing industries in Greece generate
more social cogts than compensation initiatives would have genera-

ted?".
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THE POTENTIAL FOR TRADE IN GOODS AND SERVICES BETWEEN
DEVELOPING COUNTRIES: AN EXAMPLE FROM THE PETROCHEMICALS INDUSTRY

Elizabeth Parsan*

Jotroduction

The need to expand trade between developing countries, or what
is popularly termed South-South trade, has gained increasing promin-
ence in recent years. Several factors, both external and internal
to the South, have contributed to that tremd. On the one hand, it
has been observed that in the light of changes taking place inter-
nationally, Ncrth-South trade camnot be relied upon in the future as
an "engine of growth” for developing coumtries [l1]. On the other
hand, current developments within the South itself now create dyn-
amic opportunitites for trade within the group.

Two external trends have been the increasing tendency towards
protectionism in the North and the slow-down in the growth of the
economies of developed countries. Besides the traditional tariff
and non-tariff barriers, developed countries have introduced a var-
iety oy new trade restrictions such as voluntary export restraints
and orderly marketing arrangements. Such measures, together with
the reduced rates of growth in developed countries, have adversely
affected the growth of South—North trade.*%

The more powerful arguments for South-South co-operation, how-
ever, are based on the emerging and dynamic complementarities in the
South., Over the past three decades, production and trading struc-
tures in the South have become more diversified, and there now
exigts expanded potential for trade in both goods and services. In
addition, :he competitiveness of many countries of the South has
increased in a number of areas, as evidenced by their ability to
provide a strong challenge to their competitors in the North.
Therefore, structural changes taking place both internationally and
within the South now render South-South co-operation imperative and
beneficial.

In this paper an attempt is made to exp’ore some of the
emerging opportunities for South-South trade in an area which has
been identified as having great potentiasl - the petrochemicals
industry ({3}, {4]). Those opportunities are examined within
the context of trade between two specific countries - Brazil and
Trinidad and Tobago. Their case is interesting from both an
industry and a country point of view.

*University of the West Indies, Saint Augustine, Trinidad and
Tobago.

#*Whereas growth rates in developed <countries had been
sustained at relatively high levels up to 1974, growth in the more
recent period has not averaged more than 4 per cent per year [2].
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The petrochemicals industry is one in which many oil-rich,
developing countries have expanded their productive structures since
the mid-1970s, and in which they have a strong comparative advan-
tage. It is also one in which South-North trade has been adversely
affected because of growing protectionism in the North [5]. The
countries being considered are at different levels of development.
Brazil belongs to the group of newly industrializing
countries (NICs),* while Trinidad and Tobago is one of the less
industrialized countries of the South. However, as will be seen
later, they exemplify the possibilities for trade, in both goods
and services, between those two groups within the South.

In section A, some of the thecretical considerations under—
lying the empirical study are first discussed. In section B, the
structural features of the petrochemical industries in both Brazil
and Trinidad and Tobago are examined, and potential areas for trade
identified. A detailed review of the scope for trade in those areas
follows in section C, and the benefits likely to accrue to both
trading partners are considered in section D. Finally, the main
conclusions of the paper are drawn, and some policy recommendations
made, in section E.

A. Some theoretical issues

Although there exists no formal theory of South-South trade,
Stewart [6] has noted that many of the existing trade theories
which emerged to explain North-North or South-North trade in fact
apply to South-South trade. The extended Heckscher-Ohlin theory
and the technology theories, which provided a guide for empirical
study, are dealt with in this section.

1. Extended Heckscher—Ohlin theory

The simple Heckscher-Ohlin theory, based upon two countries,
two factors and twvo goods, holds that inter-country differences in
factor endowments provide a basis for trade. Therefore, countries
with a relative abundance of capital, such as those of the North,
will tend to export capital-intensive goods to countries with a
relative scarcity of capital, such as those of the South.

According to this simple theory then, trade is likely to flow from
North to South and vice versa {7].

An extended version of the Heckscher-Ohlin theory, however,
incorporates multilateral trade flows and provides ingight into
the potential for South-South trade ([8], [9]). It states that a
country will have a comparative advantage in a range of goods on the
bagis of its relative endowment. But to the extent that these goods
may be produced with different factor intensities, the comparative

#The term '"NICs” is used extensively to describe developing
economies, be they countries, provinces or areas, where there has
been particularly rapid industrial growth.
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advantage of a country will vary with the difference between its own
factor endowments and those of its trading partners.

The predictions of the extended theory are important, for they
imply that a country will trade in both North-South and South-South
directions. For example, if a model with both physical and human
capital is considered, economies such as the NICs will export to
the South more skill- and capital-intensive goods than they will to
the North. At the same time, they will also import from the North
more skill- and capital-intensive goods than they will import from
the South.

Hence, to the extent that the factor content of goods traded
within the South differs from that of goods exported to the North,
special gains may be expected from South-South trade. That is,
since the latter is associated with more skill- and capital-
intensive trade, South-South trade provides for the accumulation of
both physical and human capital by countries of the South. Those
resources, in which the South is particularly deficient, therefore
have great significance within a developmental perspective.

In addition, there are important interactive effects. As
dynamic exporters in the South begin to reap the benefits from
South-South trade, the growth of their economies will be stimu-
lated. These growing economies will in turn become important
markets for other countries of the South, and will provide a further
stimulus to economic growth in the latter.

2. Techpology theories

The technology theories, which include the technology-gap and
the product-cycle theories, also provide important insights into the
potential benefits of South-South trade. These theories emphasize
technological innovation as an important factor in influencing
trading patterns. In the technology-gap model developed by
Posner [10], leads and lags in technological innovation are seen as
determining trade patterns, whereas the product-cycle model [11)
attempts to explain trade patterns on the basig of stages of a
product life.

The product-cycle theory, which is the more widely used,
proceeds from the premise that a product typically passes through
three stages - early, growth and mature. During the first phase,
new products that tend to be highly skill-intengive are developed,
and countries with abundant supplies of skilled labour are most
likely to have an advantage in the production and export of those
products. In the second phase, as demand grows and know-how
spreads, countries with less technical expertise begin to produce
and market the products. Finally, in the mature phase, the product
becomes completely standardized, and the production technology
becomes internationally diffused.

The technology theories emerged primarily to explain North-
North trade. In the framework offered, developing countries are
viewed essentially as receivers of technological change. They
import ''new-technology” products from the North which normally
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command high prices, and engage in production and export only later
when the technologies become mature and standardized. These theo-
ries therefore rule out South-South trade.

However, if countries of the South are viewed as innovators
themselves, then the technology theories can be made to apply to
South-South trade. In such a case, they would be able to reap the
benefits of technical change in much the same way as the North has
been able to. Indeed, existing evidence suggests that developing
countries such as Brazil, India and the Republic of Korea are
becoming important innovators and initiators of technological
change [12].

The innovators could profit from the higher prices normally
paid for new products. More importantly though, gains could be made
from the provision of technologies that may be more suited to the
factor characteristics and income levels of the South. Indeed, in
many cases, technologies imported from the North are highly capital-
intensive, and do not suit the labour-surplus economies of the
South. Further, new products from the North tend to reflect
increasingly high-income characteristics, and may be inappropriate
for countries of the South, given their lower income levels.

B. Potential areas for trade between Trinidad and
Tol | Brazil i hemical

1. The basis for trade

The features of the economies of Brazil and Trinidad and Tobago
are different, and the two countries are at varying levels of
development. Yet it is precisely those dissimilarities that create
a basis for trade. The Brazilian economy is large and highly diver-
sified. The country has an estimated population of 135.6 million
and a8 land area of 8.5 million square kilometres, and, with a per
capita income of $1,640, is considered an "upper-middle-income"
country [13]. Further, its natural resource base is large, and its
production and exports cover a wide range of both primary and manu-
factured goods as well as services.

There is one area in which the Brazilian natural resource base
is deficient, and that is oil. In 1986, 25.5 per cent of Brazilian
imports consisted of oil, and 7.1 per cent of energy-intensive prod-
ucts such as petrochemicals [14]., 0il imports have actually been
declining since 1985, following oil and natural gas discoveries in
the country. However, petrochemical imports continue to grow,*
because o0il and natural gas, two important base materials for the
petrochemical industry, have many alternative uses in Brazil.

The Trinidad and Tobago economy, on the other hand, exhibits
different features from that of Brazil. Although its per capita
income is relatively high ($5,120 in 1986), it is a small country

#Between 1985 and 1987, imports of petrochemicals grew on
average by 25.2 per cent snnually (14].




- 71 -

with a population of 1.2 million and a land area of 5,128 square
kilometres [13]). Further, whereas its resource base is narrow, it
is abundantly endowed with large quantities of o0il and natural gas,
on which its production and trade is based. In 1987, 73 per cent
of the total exports of Trinidad and Tobago consisted of oil, and
14 per cent of petrochemicals [15].

It therefore appears that differences in endowments of oil and
natural gas resources could provide a basis for trade between the
two countries. Since imports of energy-intensive products such as
petrochemicals are large in Brazil, and Trinidad and Tobago exports
substantial amounts of those products, there is scope for trade in
the petrochemicals industry.

Another basis for trade can be found in the fact that Brazil
has been able to upgrade its techniral skills, kmowledge and exper-—
ience over the past few decades, and is fast emerging as an impor-
tant exporter of technology. Brazilian technology exports cover the
supply of technical services in a variety of areas, and are related
both to the sale of capital goods abroad and to the delivery of con-
struction projects. Since the country is particularly strong in
the oil industry [16], trade in technology is perhaps another area
be explored.

2. Structural features of the petrochemical industries
{n Brazil ) Trinidad and Tol

Among developing countries Brazil has the largest and most
highly diversified petrochemical industry. Table 1 shows that it
produces all the major basic and final petrochemical products on a
very large scale. 1Its production of ethylene, which is the dominant
product in the industry, and which provides the base for plastics
such as polyethylene and polyvinyl chloride, exceeds 1 milliom
tonnes annually.

By contrast, the industry of Trinidad and Tobago produces a
narrow range of products. Its output consists mainly of ammonia,
methanol and urea, which are produzed in large quantities. The
industry does not produce ethylene or any of the plastics, even
though the feedstocks, both oil and natural gas, are widely avail-
able domestically.* However, it does have a small downstream
plastics procesging industry which utilizes imported pla-tic resgins.

The major part of petrochemical production in Brazil is based
on oil refinery fractions, feedstocks which are known to be less
economic than natural gas. Further, some of the technologies used
are of an older vintage. For example, roughly one half of ammonia
production is based on steam-reforming of naphtha and partial oxi-
dation of fuel o0il, which are high-cost products and processes [18].

#*Although proven reserves of oil and natural gas in Trinidad
and Tobago represent, respectively, 0.06 per cent and 0.3 per cent
of total proven world reserves, its production-reserves ratios are
lov, and local consumption is small (see [17]).
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Therefore, despite large feedstock subsidies, production costs are
high in Brazil as compared with oil-rich countries such as Trinidad
and Tobago.

Table 1. Petrochemical product structure, Brazil and Trinidad
and Tobago, 1984

Brazil Trinidac and Tol

Capacity Capacity
(thousand of (thousand of
tonnes per Percentage tonnes per Percentage
Product year) of total year) of total
Basgics
Olefins _— - _—
Ethylene 1 263 27.9 - —
Propylene 697 15.4 —_ —
Butadiene 258 5.7 - -—
Aromatics
Benzene 420 9.3 30 1.7
Toluene 114 a/ 2.5 49 2.7
Xylene 354 a/ 7.8 35 1.9
Ammonia 1 2440 27.4 1 200 71.7
Methanol __180 6.0 400 22.0
Total basics 4 526 100.0 1 814 100.0
End products b/
Plastics 1 408 75.3 - -
Styrene-
butadiene
rubber 188 10.1 - —
Synthetic
fibres __274 _14.6 -— _—
Total 1.970 100.0
Fertilizers ¢/ 1 747 —_ 335 -

Sources: World Petrochemicals (Stanford, Stanford Research
Ingtitute International, 1985); Ministry of Energy and Natural

Resources, Annual Energy Report 1985 (Port of Spain, Control
Statistical Office Printing Unit, 1986); Petrofertil, Annual Report
1985 (Rio de Janeiro, 1986).

8/ Figures include only productive capacity at the three
petrochemical complexes.

b/ Figures are for production,
¢/ Figures include only nitrogen fertilizers.
The latter is reflected by the fact that production costs of

ammonia in Trinidad and Tobago are 25 per cent lower than those in
Brazil. The disparity in methanol production costs i3 far greater,
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as illustrated by the fact that the price of methanol in Brazil is
more than three times the production cost of that of Trinidad and
Tobago [18]. The use of wmodern, large-scale technologies that
permit economies of scale, and the fact that the industry is based
alwmost exclusively on low-cost natural zas, contribute towards the
lower production costs in Trinidad and Tobago.

Production of petrochemicals in Brazil is geared principally
to the domestic market. Exports are limited to a few products, and
only plastics such as polyethylene are exported in large quantities.
Imports, however, have been large, especially products such as
ammonia and urea, in which Trinidad and Tobago has a stong compar-
ative advantage. For example, in 1980, a year in which imports of
those products peaked, ammonia imports amounted to 235,000 tonnes,
or 35 per cent of consumption, while corresponding figures for
impnrtg of urea were 579,000 tonnes, or 68 per cent of consump-
tion [14]. Petrochemical production in Trinidad and Tobago, how-
ever, is geared almost entirely to the export market, about 90 per
cent of its output being exported.*

The direction of trade ir both Brazil and Trinidad and Tobago
ig significant. Desgpite the wide availability of low-cost products
in Trinidad and Tobago, Brazilian imports of petrochemicals have
been largely from a higher cost supplier in the North, the United
States of America.** Similarly, in spite of the close proximity of
Brazilian markets, exports of petrochemicals from Trinidad and
Tobago have been to the North, mainly to the United States and
Western Europe. Trade between Brazil and Trinidad and Tobago in
petrochemicals has bLeen almost non-existent in :he past. Only
recently, during the 1980s, have small amounts of ammonia, urea and
methanol been exported to Brazil from Trinidad and Tobago.*** The
reasons for this pattern of trade will be discussed later.

Two other important features should be noted. First, whereas
the bulk of petrochemical production in Brazil isg State—owned, in
the case of Trinidad and Tobago, transnational corporations based
in the North have dominated the petrochemical industry. Their domi-
nance has largely contributed to the skewed pattern of production
in the industry, because they have primarily been interested in
utilizing the country’'s low-cost natural gas, the technical proper-
ties of which make it most suitable for manufacturing products such
as ammonia, urea and methanol. Little attention has been given to
the use of oil refinery fractions or other feedstocks such as
natural gas liquids, which could have allowed a wider range of pro-
duction, including, for example, ethylene and its derivatives.

Aln fact, Trinidad and Tobago is the world's second largest
exporter of ammonia [19].

**nited States production costs of ammonia, for example, are
27 per cent higher than those in Trinidad and Tobago (see [18]).

#*nIn 1987, Trinided and Tobago exported 35,600 tonnes of ammonia
and 35,300 tonnes of urea to Brazil [15].
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The second point relates to the accumulation of technological
expertise. Whereas the Trinidad and Tobago industry relies almost
exclusively on foreign technological expertise, over the past three
decades Brazil has wmanaged to develop a substantial technological
capability in petrochemicals manufacture, acquired from the experi-
ence of constructing three large-scale petrochemical complexes and
a number of individual plants.

Table 2 shows how Brazil has progressed in providing techno-
logical inputs to the local industry. During the construction of
the Sao Paulo Complex between 1965 and 1972, only 50 per cent of
the technological inputs required were provided locally. However,
that proportion rose to 75 per cent between 1978 and 1982 during
the construction of the Southern Complex, with all preliminary
studies, detailed engineering and construction and assembly work
undertaken locally. There are some noticeable gaps in Brazilian
technological expertise, in the areas of process liceansing, basic
engineering and, to a lesser extent, technical co-operation capa-
bilities. Nevertheless, the Brazilian industry considers itself to
be in a good position to export petrochemical techmologies, and this
area has been earmarked for development with the South.

3. Potential areas for trade

Given the structural features of the Brazilian and the Trinidad
and Tobago petrochemical industries described above, two sets of
trading possibilities appear to have potential. First of all, the
substantial export capability and strong comparative advantage
enjoyed by Trinidad and Tobago in the production of ammonia, urea
and methanoi, coupled with the fact that Brazil imports those pro-
ducts in fairly large quantities, imply that there may be scope for
profitable trade in those products. One trading possiblity there-
fore involves the export of selected petrochemical products -
ammonia, urea and methanol - from Trinidad and Tobago to Brazil.

Secondly, given the wide availability of both oil and natural
gas in Trinidad and Tobago, and given the fact that its petro-
chemical base is narrow and does not include any production, such
as tha* of plastics, in the olefins stream, and tLhat Brazil is now
in a position to export petrochemical technologies, a second possi-
bility can be explored, namely the export of petrochemical technol-
ogies by Brazil to Trinidad and Tobago to further develop a plastics
industry in the latter country.

The establighment of a plastics industry in Trinidad and Tobago
could involve the production of ethylene, which would be further
processed to produce various plastic resins such as polyethylene and
polyvinyl chloride. Such an industry could be geared primarily to
export, but could also feed into the small local plastics process-
ing industry. It could also draw upon both oil refinery fractions
and natural gas.




Table 2. The Brazilian petrochemical industry: local supply of technological inputs
(Percentages)
- —_ Category of inputs . ___.
Petro-~ Proportion
chemical Preliminary Process Basic Detailed Technical Construction Capital of local
complex studies licensing engineering engineering co-operation and assembly goods content
_ . ]
d
Sao Paulo 50 - - 10 5 100 45 SO '
(1965-1972)
North-east 100 - - 70 30 100 60 65
(1972-1978)
Southern 100 - - 100 30 100 75 75
(1978-1982)
Source: ([27].
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C. Scope for trade in petrochemicals between Brazil and
Trinidad Tol

1. TIrade in goods: exports of ammonia, methanol and
£ Trinidad 1 Tol B il
The development of exports from Trinidad and Tobago to Brazil
in asmonia, methanol and urea products will depend largely on the
following two sets of factors: future Brazilian demand for imported
petrochemicals; and the competitiveness of Trinidad and Tobago
products in Brazil.

(a) Brazilian demand for imports

The future demand for petrochemicals in Brazil will depend toc a
large extent on growth of the economy. In the past, when economic
growth was rapid, growth of consumption, and hence of imports of
amwonia, urea and methanol, was high. From 1974 to 1980 the economy
grev on average by 7 per cent per year in real terms; the demand for
ammonia, urea and methanol grew on average by 25 per cent, 43 per
cent and 28 per cent annually; and imports accounted for about
40 per cent of consumption. Annual import levels increased to as
high as 235,000 tonnes for ammonia and 430,000 tonnes for urea, but
methanol imports did not exceed 13,000 tonnes ([19}, [20]).

From 1982 to 1985, however, there were drastic declines in
petrochemical consumption and imports, as growth in the economy
slowed down. During that period, annual growth of the econcmy in
real terms averaged 1.8 per cent, and annual growth in the consump-
tior of ammonia, urea and methanol dropped to an average of, respec-
tively, 14 per cent, 5 per cent and 4 per cent. Annual imports fell
drasticaily, to as low as 16,000 tonnes of ammonia and 3,000 tonnes
of urea. Increased domestic availability of petrochemicals contri-
buted to the fall in imports ({19], [20]).

Since 1985, however, economic growth has resumed in Brazil,
and higher annual average growth rates of 6.4 per cent were recorded
from 1985 to 1987 [2]. At the same time there has been an increase
in the growth of congumption, and hence of imports of ammonia, urea
and methanol. For example, from 1985 to 1986 imports cof those
products increased from 17,000 tonnes, 16,000 tonnes and
21,000 tonnes, to 51,000 tonnes, 165,000 tonnes and 42,000 tonnes,
respectively [14). If economic growth continues to be rapid in the
future, then imports of petrochemical products are likely to be
large.

Besides higher :conomic growth, other factors may influence
increased consumption levels and imports i the future. Fertilizer
prices are now lower, compared to previous years, and there is
increagsed availability of farm credit. Further, major agricultural
programmes have been initiated. Those factors, together with the
fact that fertilizer use is currently very low in Brazil, point to
potentially large increases in consumption of ammonia and urea in
the future (18]. Growth in methanol use may also increase consid-
erably, depending upon future government plans to export methanol-
based products.
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On the basis of past trends, and taking into account the above-
mentioned factors, it is estimated that growth in consumption of
ammonia and urea in the medium term (up to the year 2000) is expec-
ted to be around 7 per cent and 8 per cent per annum, respectively.
Annual growth in the consumption of methanol is projected at a lower
rate of 6 per cent.

In order to estimate the potential for imports, however, the
expansion of domestic supplies in Brazil must be considered. There
have been large increases in petrochemical production over the past
decade, and plans are being made to further expand capacity. Two
new plants for annual production of 271,000 tonnes of ammonia and
167,000 tonnes of urea are expected to be constructed in the future.
Taking into account those production plans and projected consump-
tion, demand can be expected to ocutstrip supply in Brazil in the
future. By the year 2000, annual imports of ammonia, urea and
methanol are likely to reach 946,000 tonnes, 1.1 million tonnes and
100,000 tonnes, respectively.

(b) Competitiveness of Trinidad and Tobago petrochemjical products
in the Brazilian market

Trinidad and Tobago, since its petrochemical production costs
are lower than in Brazil, should be able to compete successfully
against Brazilian domestic production. However, other costs, such
as transport and tariffs, must be congidered. As reflected in
table 3, shipping costs form a small proportion of the landed price
of Trinidad and Tobago products. However, tariff rates have been
high in Brazil, and this has severely curtailed the ability of
Trinidad and Tobago to compete in that country's market. The
tariffs on ammonja, urea and methanol imports have been 45 per cent,
15 per cent and 45 per cent, respectively.

A comparison of Trinidad and Tobago's landed prices with that
of Brazilian market prices reveals that the former were 22 per cent
higher for both ammonia and urea. Only in the case of methanol was
it able to compete effectively. It must be noted that besides tar-
iffs, other forms of protection are given to the Brazilian industry,
through subsidies on inputs such as natural gas, price controls and
a discretionary import licensing programme.

Calculation of effective protection rates, which incorporate
subsidies on inputs, revealed much higher levels of protection, up
to 267 per cent for ammonia and 169 per cent fcor methanol. Tariff
equivalents of price controls were also estimated at 72.3 per cent,
44.1 per cent and 0.7 per cent for ammonia, urea and methanol,
regpectively [18].

Besides tariff and non-tariff barriers, an inadequate trading
infrastructure, particularly in marketing and export-credit facil-
ities, have adversely affected Trinidad and Tobago competitiveness
in the past. In fact, it is largely because of those factors that
higher-cost producers in the United States have been able to capture
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the Brazilian market.* Table 3 shows that the landed prices of
Trinidad and Tobago petrochemicals in Brazil are far lower than
those of the United States.

Recent developments suggest, however, that the competitiveness
of Trinidad and Tobago petrochemicals is likely to improve consid-
erably in the future. First of all, marketing efforts in Trinidad
and Tobago have become more aggressive, as the traditional markets
in the North have begun to shrink with increasing protectionism and
lower growth. For example, in July 1986 Tr'midad and Tobago was
accused of dumping urea on the European market. Anti-dumping duties
were subsequently levied on its imports [22].

Secondly, domestic availability of export-credit facilities
has increased, following the establishment of the Trinidad and
Tobago Export Credit Insurance Company. In addition, trade finance
is now available through the Latin American Export Bank. Finally,
and most importantly, Brazil has begun to dismantle some of its
trading barrie.s. In early 1989, tariff rates for imports of
ammonia were reduced to 10 per cent {23]. At this rate, the landed
price of Trinidad and Tobago ammonia is roughly equivalent to the
market price in Brazil. If such a relaxation of trade barriers
continues in the future, and the demand for imports of petro-
chemicals by Brazil conforms to projections, thean there may be con-
sidergble scope for trade between Brazil and Trinidad and Tobago.

2. ices: i
from Brazil to Trinidad and Tobage

In investigating the possiblities for the export of petro-
chemical technologies from Brazil to Trinidad and Tobago, con-
sideration must be given to the extent to which Brazil can provide
technologies required by the Trinidad and Tobago industry, and its
ability to compete with suppliers from the North.

As mentioned earlier, Brazil hag had wide experience in huild-
ing, operating and managing petrochemical plants, and considers
itself to be in a good position to export technology. However,
despite Brazil's strong technological capabilities, there are a few
areas in which it is seriously deficient. These include the
critical areas of process licensing and basic engineering - areas
which involve the "know-how"” or ‘'core" technologies - and, to a
legser extent, technical co-operation. The question then arises as
to how serious those deficiencies are in limiting the role of Brazil
as a technology supplier.

The above deficiencies are not 1likely to pose a serious
problem, given the nature of, and the market for, such technology.
It is generally recognized that the technology required for most
bagic petrochemicals such as ethynlene is mature, standardized and
widely available, 8o that there exists a plurality of technology

*See Parsan (21] for an analysis of the influence of these
factors.




Competitivity of selected petrochemical products from Trinidad and Tobago
and the United States in the Brazilian market, 1984

Table 3.
(Dollars per tonne)
Production cost Shipping c.i.f. Landed Market
Product +5 per cent a/ cost price Tariffs b/ price price
Trinidad and Tobago Brazil
Ammonia 96.60 20.00 116.60 52.47 169.07 132
Urea 140.00 ¢/ 17.00 157.00 23.55 180.55 140
Methanol 103.95 15.00 118.95 53.52 172.47 350 ¢f
]
Uniteq States 3
Ammonia 157.50 24.00 181.50 81.68 263.18 132 !
Urea 170.00 ¢/ 27.55 197.55 29.63 227.18 140
Methanol 222.50 20.00 242.50 109.13 351.63 350 ¢/
industry estimates and [14], for shipping
1984),

for production cost data;
costs; Petrofertil (see [14]), for Brazilian market prices of ammonia and urea; V. Menezes
(Rio de Janeiro, Petroquisa,

Sources: [21],
Perreira, Qportunidades de Pr a
for Brazilian methanol prices; and [23], for tariff rates.

+25 per cent for the United States.

a/
Tariff rates for ammonia and methanol are 45 per cent, and for urea 15 per cent of

b/

c.i.f. value.

¢/ f.o.b. prices.
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sources [24]. This is also the case for end-products such as poly-
thylene and polyvinyl chloride. Competitive technologies now exist
for high-density polyethylene and can be easily obtained from
several companies [25].

The highly competitive market for petrochemical technologies
therefore suggests that it may be preferable to svurce the most
suitable technology at the cheapest possible price, rather than to
own the technology. The question of sourcing is particularly
important in the present case, because what the Trinidad and Tobago
industry needs is not a specific technology, but an appropriate mix
of tectnologies that will enable it to utilize both its oil and
natural gas rer . -s. The ability to select and evaluate suitable
technologies i: - critical.

Given Brazi 's experience in building and operating plants
based on both oil refinery fractions and natural gas, together with
its expertise in sourcing technologies, it is likely to be superior
to a technology supplier from the North. Brazilian production of
ethylene is based on many different raw materials and processes,
which include cracking of naphtha, gas oil and natural gas, as well
as dehydration of sugar alcohol. It is therefore likely to be
well-equipped to provide technological expertise in a variety of
areas.

The skilful way in which Brazil has sourced petrochemical
technologies from countries of the North and managed to assimilate
such technologies has been described by Sercovich [26]. Its success
has involved extensive and rigorous searches -or the best package
and a careful "de-packaging” of technology. Its growing ability to
source technologies is related to an important issue involving the
costs of acquiring technology.

Teixeira [27] has uoted that as Brazil pursued its aggressive
policy to acquire technological expertise, and learning progressed
in the industry, it was able to acquire technology on more favour-
able terms. That was confirmed by the Head of the Technical
Division at Petroquisa (the State-owned company responsible for the
petrochemical industry in Brazil), when he coumented that:

"A 'high' price had to be paid in the installations
of the first petrochemical plants ... Only experience
allowed us to improve upon subsequent contracts. So much
so that various firms in operation contracted .echnology
from abroad with the right to free use” ([28], p. 39).

Other indirect evidence suggests that not only is technology
provideé by Brazil likely to be low-cost, but also Brazil may be
more willing to transfer technology compared to a supplier of the
North. The following was noted in connection with the establigh-
ment of a plant for brick- and block-making in Nigeria, for which
Brazil provided technology:

"Techiaology was freely imported, layout plans were
also provided without fee, and no charge was made for
Brazilian engineers' travel to commission and start up
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plants, provided accommodation was provided and a minimun
number of aachines were involved. Supply of equipment
included * - years' spare parts for fast-wearing items,
but any .irs to the machines involving visits by
Brazilian: nvolved the Nigerian owner in meeting all
expenses” (129] p. 5).

Despite its growing technological capabilities, however, Brazil
has not been very successful in exporting its techmnologies, given
strong competition from suppliers of the North. The experience of
Brazil in exporting petrochemical technologies has been limited to
the conduct of pre-investment studies and the supply of technical
advice for the establishment of petrochemical plants, primarily to
countries in Latin America. However, as shown by Sercovich [26], a
country may opt for a technology supplier that is less well-known
and has lers experience in exporting, if it feels that such a sup-
plier may be more willing to transfer technology. Indeed, Brazil
made that choice in its search for a supplier of plastics technol-
ogies for its industry.

Finally, the extensive structures for research and develrpment
that are required to foster major technological change are only now
being built up in Brazil [28]. However, given the similar condi-
tions of Brazil and Trinidad and Tobago, the latter country may be
able to benefit from technical changes in Brazil, including measures
to reduce costs and increase production, and better use of inputs as
a result of improved operating conditions and equipment modifica-
tions.

More importantly, as noted by Sercovich [26], because of the
elforts currently being taken in Brazil to develop its technological
capabilities, it is one of the few developing countries that may be
able to reach the forefront of technology in the future. Given its
growing capacity to source and provide technologies that may be
especially useful to the industry of Trinidad and Tobago, the scope
for trade in thig area appears to be great.

D. Rotential benefits from trade

The above discussion suggests not only that there is potencial
for trade in goods and services between Brazil and Trinidad and
Tobago, but also that there are substantial benefits to be made.
Those benefits, together with the potential losses resulting from
the development of South-South trade, are considered in this sec-
tion. They are viewed within the context of alternatives available
through other trading links, namely South-North trade.

From the point of view of Trinidad and Tobago, important bene-
fits can be made from the export of ammonia, u-ita and methanol to
Brazil, but those benefits are mainly static. They inciude posaible
benefits from expanded production and market diversification. The
latter is very important, given the growing levels nf protectionism
in the North and the need to seek wider, high-growth markets.
Indeed, in recent years, the growth in demund for petrochemicals in
developed countries has been slower than that in developing coun-
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tries, and projections suggest a continuation of that trend in the
future (25].

Brazil can reap similar static benefits by importing petro-
chemical products from Trinidad and Tobago. Since product from the
latter country are more cost-competitive than those from the United
States, Brazil could acquire lower-cost imports and considerably
increase its consumption.

Indeed, a reorientation away from North-South trade would not
lead to costly trade diversion for Brazil, but would encourage
fruitful trade expansion.

In the case of both Brazil and Trinidad and Tobago, the bene-
fits would have to be weighed against losses likely to arise from
the lack of finance, since both countries have a huge debt burden.®
In recent years, Trinidad and Tobago exports to Brazil, in partic-
ular, its exports of iron and steel products during the early 1980s,
have been hampered by payment problems on the part of Brazil. If
Brazil is unable to pay for its imports, then losses may result.
Similarly, if Trinidad and Tobago is not in a position to provide
export credit to Brazil, then Brazil may find it more advantageous
to continue importing from the Inited States.

The export of technology from Brazil to Trinidad and Tobago for
the development of a plastics industry could also bring important,
more dynamic benefits to both countries. For Trinidad and Tobago
there are general benefits associated with the establishment of a
plastics industry. There are also specific benefits to be gained
from importing technology from a supplier of the South. Each set
of benefits will be digscussed in turn.

Since a plastics industry would encourage the use of hitherto
untapped raw materials in Trinidad and Tobago, benefits would result
from the utilization of natural resources. Moreover, since plants
will be geared for export, important foreign exchange earnings may
be generated. In addition to those benefits, other indirect bene-
fits could accrue through the creation of inter-industry linkages.
The plastics industry links backwards to the oil industry, and for-
wards to plastics processing industries.

It has been suggested that domestically produced plastics
resins in Trinidad and Tobago are likely to be cheaper than those
currently imported [18]. Domestic availability of plastics resins
could create an incentive to scale up the levels of production in
the small, local downstream plastics processing industry. Benefits
could therefore be gained through economies of scale.

*In 1986 Brazil recorded a total external debt of $110.7 bil-
lion, the sa2rvicing of which accounted for 33.2 per cent of its
exports of goods. Trinidad and Tobago has a smaller debt ($1.4 bil-
l1ion) and lower debt-service ratio (15.8 per cent), but given its
small gize, its debt situation is perhaps equally burdensome [30].
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The provision of technology by Brazil can bring other benefits.
Brazil is likely to be favourable to the use of both natural gas and
0il refinery fractions for plastics production in Trinidad and
Tobago, unlike a supplier from the North who may be interested only
in the utilization of natural gas. The possiblity and terms of
transfer of technology are also likely to be more favourable than
in the case of a supplier from the North. Further, given the
similar conditions of the two countries, benefits could be gained
through the provision of technology that may be appropriate to the
needs of Trinidad and Tobago. Those benefits are likely to outweigh
losses that might arise from Brazil's lack of experience in export-
ing such technologies.

Brazil could also benefit greatly from the export of its tech-
nologies through the process of technological learning and the up-
grading of its skills. By providing a larger market for products
and processes that may have been specially adapted for its own con-
ditions, the export of technologies could also stimulate techno-
logical change in Brazil.

In view of all the above-mentioned factors, potential benefits
are likely to far outweigh potential losses for both trading part-
ners.

E. Conclusi { polir ati

The purpose of this paper was to explore the potential for
South-South trade by reviewing the possibilities for trade between
Brazil and Trinidad and Tobago in the petrochemicals industry.
This case of South-South trade is a specific one, hence no general-
izations can be made. However, it does shed light on some of the
wider issues involved in a strategy of South-South trade.

It has been shown how councries of the South which are at dif-
ferent levels of development could engage in mutually beneficial
trade, both in goods and services. Existing complementaries in the
petrochemical industries of Brazil and Trinidad and Tobago produce
the potential for trade in gpecific areas. Largely because of its
natural resource endowments, Trinidad and Tobago has a cost advan-
tage in the production of certain petrochemicals, in particular
ammonia, urea and methanol, which Brazil imports in sizeable quan-
titites. On the basis of the extended Heckscher-Ohlin theory, a
case has been made for the export of those petrochemicals from
Trinidad and Tobago to Brazii.

Trade in rervices has also been considered. It has been
pointed out that Brazil has acquired considerable technological
expertige in petrochemicals manufacture, and is therefore in a
position to assist Trinidad and Tobago in expanding its petro-
chemical industry. The area selected for development is the
plastics industry. Product-cycle considerations have guided the
identification of a second area for trade, the export of technology
by Brazil to Trinidad and Tobago.

The benefits from trade involving the export of petrochemicals
are mainly static. That is, consumption benefits could be reaped
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by Brazil through access to lower—cost products, whereas benefits to
Trinidad and Tobago could be in production and the diversification
of trade. In the light of growing protectionism in the North, the
latter benefits assume special significance.

The benefits from trade in technology are more dynamic. For
Brazil they include benefits through technological learning, the
upgrading of skills and the stimulation of technical change. For
Trinidad and Tobago, general benefits are expected from the addition
of new production facilities, but specific benefits are more impor-
tant. The latter include wider resource utilization, a greater
cransfer of technology, especially more appropriate technology, and
more favourable terms of transfer. Benefits from South-South trade
are likely to be far greater than those arising from trade between
the North and the South.

While the scope for trade in the petrochemical industry is
large, there remain important constraints to such trade. Future
demand is likely to outstrip the supply of specific petrochemicals
in Brazil. Hence future imports should be large, and the scope for
trade great. However, the existence of tariff and non-tariff bar-
riers are a major obstacle to trade, notwithstanding the fact that
there have been some recent attempts to lift those barriers.

High Brazilian tariff rates for petrochemicals render most of
Trinidad and Tobago products uncompetitive in the Brazilian market.
In addition, non-tariff barriers such as the discretionary licensing
programme are prevalent, as well as various other kinds of protec-
tion, including input subsidies. Institutional constraints are
harder to analyse, but indirect evidence suggests that in the past
the lack of export credit facilities and the dominance of trans-
national ccrporations have posed important barriers to the develop-
ment of trade between Brazil and Trinidad and Tobago. Similarly,
there is great scope for trade in technology, with one important
constraint. Brazil has had little experience in exporting petro-
chemical technologies, and is unknown as a provider of such tech-
nologies. It may therefore be at a severe disadvantage «shen com-
peting against suppliers from the North.

In light of the above, one clear policy recommendation appears
to be that trade barriers should be dismantled. 1Indeed, if tariffs
are lowered and non-tariff barriers removed, there will be benefits
for both trading partners. Moreover, given the fact that petro-
chemicals imported from the North into Brazil are higher-priced than
those from Trinidad and Tobago, fruitful trade expansion rather than
trade diversion can be expected to take place between the two coun-
tries.

A second policy recommendation is that both countries should
strengthen their trading infrastructure by augmenting the supply of
resources for export credit and implementing more aggressive market-
ing systems. Accordingly, counter-trade possibilities could be
explored in order to alicviate the problem of insufficient trade
finance. Information systems tbhat can inform prospective buyers
and sellers of available opportunities also need to be developed.
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A third policy recommendation is that both countries should
explore possibilities for joint-venture arrangements in the petro-
chemicals industry. One such arrangement could draw upon the natu-
ral resources of Trinidad and Tobago and the technological expertise
of Brazil. Indeed, South-South joint ventures are considered to be
particularly important, since they are known to accord special bene-
fits in line with the development needs of the parties involved.
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MISSPECIFICATION IN THE SOURCES-OF-GROWTH ANALYSIS:
CONTRIBUTION OF THE CAPITAL INPUT IN PAKISTAN*

Shahida Wizarat®* and Shabbar Abbas Jaffry*a»

Introduction

In a paper by Wizarat [1] sources of manufacturing growth in
Pakistan were identified and found to be consistent with the
theoretical expectation that inputs are the major sources of growth
in developing countries. Three problems related to those findings
mwust now be considered. First, there are inconsistencies in the
data on output, value added and industrial costs given in the
Census of Manufacturing Industries [2]. Secondly, use of end-year
capital stock might have caused misspecification of the capital
input. Thirdly, a bias might have been introduced by relying on
machinery prices alone to deflate capital in the form of buildings
and machinery. In this paper each of those problems will be con-
sidered. Section A is concerned with cleaning of data on output,
value added and industrial costs. The capital stock series for
Pakistan and the capital deflators used to deflate the two com-
ponents of capital input are computed in section B. 1In section C
the sources of manufacturing growth for Pakistan are evaluated
using data derived from sections A and B, and the estimates are
compared with those provided in Wizarat [l]. Conclusions are
presented in section D.

A. Cleaning of data on output, value added and irdustrial costs

A consistency check was performed on the data for output, value
added and industrial cost. The consistency check involved subtract-
ing industrial costs and value added from the value of output, or
Q-S-N, with Q@ being output, S value added, and N industrial cost.
In some years, Q-S-N was found not to equal the required va'ue of
zero.

The non-zero consistency problem was therefore resolved by the
following means. First the original data source, the Census of
Manufacturing Industries (2], was checked to find out whether errors
had been made in data entry. Then an attempt was made to resolve

*Acknowledgement is due to William F. Steel, Senior Industrial
Economist, World Bank, whose comments on an earlier paper con-
tributed to this article. Thanks are also due to Professor Stephen
W. Davies, University of East Anglia, and Tariq Banuri, Visiting
Economist, Applied Economics Research Centre, University of
Karachi, for their comments.

#%Applied Economics Research Centre, University of Karachi,
Pakigtan,

#*a%Portemouth Polytechnic, Portsmouth, England.
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the inconsistency by a simple transposition of digits. A value of
Q-S-N equal to nine or to some multiple of nine imy ies that the
digits have been traunsposed. A transposition of digits was tested
as a possible solution. Each value was also compared with those
obtained in preceding or succeeding years to see which was most out
of line. If the inconsistency was quite small, it wag ignored.

B. Revisions of capital stock data

The capital variable used in Wizarat [1] presents two dif-
ficulties. The first is the use of capital stock held at the end
of the year as a measure of capital input. Capital holdings at the
end of the year include capital held at the beginning of the year
plus net investment (gross investment minus depreciation) during
the year. Since net investment during year 1 is effective capital
addition for year 2, its inclusion with capital at the beginning of
the year gives effective capital for year 2.

A second difficulty concerns the use of machinery prices to
deflate capital. Since capital is composed of buildings and equip-
ment, both the components should be deflated by their respective
deflators. An aggregate capital stock deflator and an adjusted
capital stock series will now be computed in an attempt to resolve
the above-mentioned difficulties.

1. Capital deflator

The following two capital deflators were computed: a building
materials price index to deflate the proportion of investment in
buildings; and a machinery price index to deflate investment in
machinery.

The building material price index is a composite index of the
prices of cement, pig iron, timber, paints and varnishes. Those
four components were aggregated using their weights in the total
building material price index from 1976 to 1984. The prices were
obtained from the Central Statistical Office of Pakistan [3] for
the years from 1955 to 1972, and from the Statistics Division of
Pakistan (4] for the years from 1973 to 1981.

The machinery price index was obtained by multiplying the
international manufacturing price index of the World Bank [5] by
the exchange rates provided in the annual reports oi the State Bank
of Pakistan. An appropriate machinery deflator is thus obtained
for all the industries, since isolated firms may be using indig-
enously produced capital goods. By and large, however, any aggre-
gate large-scale manufacturing industry will import its capital
goods from sbroad.

2. (Capital stock geries

The first step towards building a capital stock series was to
generate net annual investment for the years for which data are
available. The following equation expresses the basic relationship:




- 89 -

KB + GI - DP = KE (1)
where KB = Capital stock at the beginning of the year

GI = Gross investment during the year

DP = Depreciation during the year

KE = Capital stock at the end of the year

The terms of the equation may be rewritten as follows:
GI - DP = KE — KB (2)

Net investment can therefore be estimated either as gross
investment minus depreciation, or as capital stock at the end of the
year minus capital stock at the beginning of the year. The identity
on the left-hand side of the equation,* thac is, gross investment
minus depreciation, was used to generate a net investment series.
Two definitions of depreciation were applied, one being actual
depreciation as a percentage of beginning-year cepital stock for
the years 1970/71 to 1980/81. The average of those percentages
were then used to compute a depreciation series. The second
depreciation series was generated assuming depreciaticn at 5 per
cent of beginning-year capital stock.

The two depreciation series were used to generate two net
investment series. Net investment 1 is obtained by subtracting
depreciation based on the actual average percentage of depreciation
in beginning-year capital stock, while net investment 2 is gross
investment minus depreciation estimated at 5 per cent of beginning-
year capital stock. Net investment 2 was selected for computing the
capital gtock series, since it appears to be free of the sharp year-
to-year fluctuations characteristic of net investment 1. The
average percentage of actual depreciation, establighed only for the
later years, does not give good .-esults. It produces a very high
depreciation rate and creates problems in generating the net invest-
ment sgeries.

Data on the breakdown of capital gtock into buildings and
equipment for 1980/81 were used to divide net investment 2 into the
two components. The proportion of net investment on buildings was
deflated by the building materials price index, while the proportion
of net investment on machinery was deflated by the machinery price
index, both indexes having been computed earlier. Net investment 3
was obtained by aggregating the two deflated components of invest-
ment. Total net investment for the intervening years was generated
by interpolating total net investment for those years. A merged net

#First the identity on the right-hand side was used to gener-
ate a net invest.._.nt geries. However, the geries showed wild yearly
fluctuations, and might yield strange results. The procedure was
therefore abandoned.
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invegtment series was then obtained by putting together the original
net investment series and the interpolated values for the interven-
ing years.

The adjusted capital stock series was computed by starting with
beginning-year capital stock available for production in year 1,
while investment in that year was assumed not to be productive until
the following year. Net invesiment was then added recursively in
each year from the merged net investment series obtained earlier.
That gave a capital stock series for each year from 1955/56 to
1980/81. Capital stock values were then selected for years for
which the other data are also available. Data used in the computa-
tion of the capital stock series came from the various issues of the
Censvs of Manufacturing Industiies of Pakistan.

c. R timati it bl £ gulticolli .

Since the estimates of the sources of growth ~omputed in this
paper are to be compared with those computed in Wizarat [1], the
same functional form will be used. The Cobb-Douglas production
function may be written as:

_ At g
S, = he l(‘: L &))

The form of the equation that may be estimated after adding
the disturbance term becomes:

Ln Sy = LnA + At + aln Ky + €Ln Ly + uy (#)
where S = Value added in the large-scale manufacturing sector

K = Adjusted capital stock series for the large-scale
manufacturing sector

L = Munufacturing employment in the large-scale
manufacturing sector

t = Time trend

» = Technical change parsmeter

a = Elasticity of value added with respect to capital
g = Elasticity of value added with respect to labour
v = Disturbance term

Equation 4 was therefore estimated using ordinary least squares
in the time-series-processor package. The value of R2 was found
to be very high, while the estimated coefficients had the wrong
signs and were statistically insignificant. The possibility that
multicollinearity might be involved was confirmed by inspecting the
correlation matrix, since correlation between the explanatocy
variables was .9 and above. Algebraically expressed, if x is a
matrix of observations on the explanatory variables, its transpose
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x'x will have large off-diagonal elements and relatively small
diagonal elements.* A statistical technique known as ridge
regression** resolves the wmulticollinearity problem by adding a
matrix D to x'x. By adding a matrix D consisting of positive
diagonal elements and zeros elsewhere, the ridge regression
technique seeks to augment the main diagonal of x'x. The ridge
estimate of £ is therefore given by:

£ = (x'x + D)1 x'y

In the presence of multicollinearity, fis moie stable than the
ordinary-least-squares estimate of 8. Although the technique intro-
duces a small bias in the regression coefficients, the magnitude of
the bias is quite small. Moreover, in many instances it is not pos-
sible to estimate the parameters without introducing this bias.

Equation (4) was estimated using the ridge regression tech-
nique in the time-series-processor package. The estimates, along
with those obtained by estimating equation (4) using ordinary least
squares on unadjusted Census of Manufacturing Industries data, are
presented in table 1. The two sets of estimates show that by chang-
ing the specification of the capital input and resorting to a tech-
nique that takes care of multicollinearity, & big change occurs in
the estimated coefficients.

Table 1. Coefficients used in estimating sources of growth

With unadjusted With adjusted
data using ordinary data using
Inputs least squares ridge regression
Labour 457 . 906
Capital .552 . 246
Time trend .043 .036

Note: Coefficients in the first colum are from Wizarat (1].
Coefficients in the second column have been obtained by estimating
equation (4) using ridge regression. The ridge regrescion cption
in the time-geries-processor package does not give other statistics
like the K2, t-statistic etc.

#*In the extreme case of perfect multicollinearity, x'x becomes
a singular matrix, its determinant is zero, and its inverse does
not exist.

#*For details concerning ridge regression, see [6].
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The estimated coefficient for labour has doubled, while that
for capital has more than halved, and the estimated coefficient for
time trend has declined somewhat. In Wizarat [1], the estimated
values of a and & were almost 1, implying constant returns to
scale, while in this paper the sum of a and £ is 1.152, implying
increasing returns to scale in the large-scale manufacturing sector.

The values given in the second colum of table 1 were used to
estimate the contribution of different sources of growth. During
the period considered manufacturing value added grew at a rate of
15.12 per cent per annum. The .506 elasticity of value added with
respect to labour was multiplied by the average annual rate of
growth of labour input at 6.1 per cent. The contribution of labour
therefore works out to be 5.5 percentage points, or 36.6 per cent
(see table 2). Similarly, the contribution of capital was esti-
mated by multiplying its growth rate of 13.9 per cent per annum by
its partial elasticity, .246, yielding a capital contribution of
3.4 percentage points, or 22.6 per cent. The contribution of tech-
nological change is 3.6 percentage points, or 23.8 per cent. More-
over, » and f add up to 1.152, and the contribution of economies of
scale was estimated, following Denison (7], to be 0.152/1.152 x
15.12 = 2.0 percentage points, or 13.2 per cent. All these sources
of growth add up to 96.2 per cent, leaving 3.8 per cent attribu-
table to unidentified sources.

Table 2. Estimates of the sources of growth

With unadjusted With adjusted
data using ordinary data using

Inputs least squares ridge regression
Labour 18.5 36.6
Capital 53.6 22.6
Time trend 28.7 23.8
Economies of scale - 13.2
Residual - 3.8
Total 100.0 100.0

Changes in the estimated values of the production coefficients
have had a substantial impact on the contribution of different
sources to the growth of manufacturing value added, as may be seen
from table 2. Owing to a big increase in the partial elasticity
with respect to labour, the contribution of labour has doubled from
the 18.5 per cent estimated in Wizarat (1] to 36.6 per cent in this
paper. The most startling finding is the decline in the contribu-
tion of capital from 53.6 per cent to only 22.6 per cent. This
finding is highly significant, for it shows that if the capital
input is correctly specified, its contribution to growth is much
less than wha. would be found by less sophisticated methods. The
contributio. of technological change has declined from the previous
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level of 28.7 per cent to 23.8 per cent in this paper. The
contribution of economies of scale was nil in the earlier paper,
whereas they are now estimated to contribute 13.2 per cent to the
growth process. Having quantified the contribution of inputs,
technological change and economies of scale, the small remaining
percentage of growth accounted for by unidentified sources may be
attributed to residual factors such as improvement in skills.

D. Conclysions

Improved methods of estimating the capital input by means of a
more accurate deflator and the use of ridge regression to remove
multicollinearity have reduced the contribution of capital to manu-
facturing value added by more than a half, from 53.6 per cent to
only 22.6 per cent, whereas the contribution of labour has doubled,
from 18.5 per cent to 36.6 per cent. Such findings come close to
those of Corea (8] for Brazil, Colombia and Honduras, Voloudakis
[9] tor Greece, and Lampman [10] for the Philippines, all of whom
found labour to be a more important source of growth than capital.
The contribution of technological change declined from 28.7 per cent
to 23.8 per cent. The contribution of economies of scale to the
growth process, nil in Wizarat [1], is estimated at 13.2 per cent in
this paper. It must be acknowledged that a small bias might have
been introduced by resorting to ridge regression, but if the alter-
native is no estimates at all or estimates that suffer from a small
bias, then the latter is preferable.
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SOMMAIRE
L'ind ie du logiciel ; 1 lével
; hé lial
Eoin Gahan

L’'étude a pour principal ob jet 1'environnement
technico-économique qui est celui de la production de logiciel; elle
pesse en revue quelques-uns des facteurs qui sont a 1'origine aussi
bien des difficultés que connaissent les entreprises productrices de
logiciel que des possibilités qui leur sont offertes. L'accent est
mis sur le dosage de facteurs, 1'interaction des tendances
technologiques et commerciales dans le domaine du matériel et du
logiciel, 1le rdle - positif ou négatif - de 1a politique
industrielle dans la croissance de 1’industrie, et les
caractéristiques d'une stratégie efficace a 1'échelon de
1'entreprise.

L'étude commence par un examen des concepts et des définitions
employés. Les principaux acteurs et groupes a l'oeuvre dans
1'industrie, ainsi que 1les fonctions qu’'ils remplissent, sgont
analycés dang la section B. Les tendances récentes dang le domaine
du matériel font 1l'objet de la section C, l'accent étant mis sur
leurs relations avec les tendances dans le domaine du logiciel, dont
les principales sont étudiées dans la gection D.

Enfin, les conclugions de 1’'étude, sous la forme de
congsidérations stratégiques a 1'intention des producteurs de
logiciel, sont présentées briévement dans la section E.

George H. Katsos et Joseph N. Lekakis

Les auteurs étudient les enseignements de 1'échec de certaines
entreprises manufacturiéres grecques dans un double contexte, micro
et macro-économique. L‘échec est conditionné a la fois par des
facteurs internes a l'entreprise et des facteurs macro-économiques
externes. Les facteurs internes sont rattachés au type et a 1la
qualité de la gestion, tandis que les facteurs externes comprennent
les conditions et politiques macro-économiques. Aux fins de
déterminer 1'importance relative des facteurs en jeu dans la
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faillite des entreprises, il est procédé au calcul d'un modéle
d'analvse discriminante et des tests de gestion rationnelle
d'entreprises solvables et insolvables sont effectués. Les
conditions qui commandent les coiits, les prix et la demande sont
examinées. On conclut que les faillites d'entreprises ont résulté
d'une combinaison de facteurs internes et de facteurs
macro-économiques externes. De nouvelles orientations sout
suggéreées.

Elizabeth Parsan

L’article est consacré a 1'examen des possibilités de commerce
Sud-Sud dang le domaine de 1'industrie pétrochimique entre deux pays
se trouvant a différents degrés de développement, le Brésil et
Trinité-et-Tobago. Il ressort d'une analyse de leurs ressources que
1a Trinité-et-Tobago pourrait exporter certains produits
pétrochimiques au Brésil, lequel pourrait fourmir de la technologie
desgtinée au développement de 1'industrie pétrochimique
trinidanienne. Des liens commerciaux de ce type devraient faciliter
1'expansion des échanges et assurer d'importants avantages,
statiques comme dynamiques, aux deux parteraires. Cependant, il est
relevé que les obstacles existants, notamment les barrieces
tarifaires et non tarifaires, ont entrave le développement du
commerce. Diverses mesures d’'ordre politique sont par conségquent
suggérées pour éliminer ces obstacles.

Estimation des gources de croissance : la contribution des apports
de capital au Pakistan

Shahida Wizarat et Shabbar Abbas Jaffry

I1 ressort de 1'analyse présentée dans 1'article qu'une
spécification plus précise des apports de capital et 1l'emploi d'une
méthode qui prend en compte la colinéarité, permettraient de réduire
de plus de moitié ls contribution des apports de capital a la
croissance de la valeur ajoutée dans 1'industrie manufacturiere, et
de doubler, ou presque, celle du travail. Le wmodéle perfectionne,
appliqué au Pakistan, attribue pour une part la croissance de la
valeur ajoutée aux économies d'échelle, a la différence du modeéle
classique dans lequel la contribution de cette source est égale a
zéro.
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EXTTACTO

La industria de! “software”: los paises en desarrollo y
el mercado mundial

Boin Gahan

Bste estudio trata de las condiciones tecnoeconbdmicas en que
tiene lugar la produccidén de "software®™, y contiene un andlisis de
algunas de las fuerzas que en esta industria crean dificultades o
brindan oportunidades a las eampresas. Se concede atencibn especial
a la combinacidn de fuerzas, a la interaccibn entre las tendencias,
tanto tecnolbgicas como comerciales, del “hardware®” y del
"software”, al papel desempefiado por la politica industrial como
favorecedora u obstaculizadora del crecimiento de la industria y en
las caracteristicas de una estrategia eficaz a nivel de empresa.

El estudio se inicia con un examen de conceptos y definiciones.
En la seccién B se analizan los agentes basicos, los grupos que
actdan en la industria y las funciones que ejercen. La seccion C
trata de las tendencias recientes del “"hardware®, con especial
referencia a su relacién con las tendencias del "software”, las mis
importantes de las cuales se examinan en la seccidn D.

El estudio termina con un resumen de conclusiones, en forma de
consideraciones estratégicas destinzias a los fabricantes de
"goftware”, que figura en la seccion B,

El fracaso de lz2x empresas en la industria manufacturera e
Grecia: _alqunas pruebas para la adopcibén de politicas

George H. Katsos y Joseph N. Lekakis

En este documento se examina, en el doble marco de la micro y
la macroeconomia, la experiencia de empresas manufactureras griesgas
que fracasaron. El fracaso es consecuencia tanto de factores
internos de la empresa como de factores externos agregados. Los
primeros tienen que ver con el tipo y la calidal de la gestibn,
mientras que lotz segundos se refieren a las condiciones y politicas
macroecondmicas. Con el fin de calibrar la isportancia relativa de
los factores que intervienen en el fracaso de las enpresas. se
evalia un modelo de anklisis discriminatorio y se realizan pruebas
de gestidn eficaz en empresas solventes e insolventes. Se examinan
las condiciones en materia de costos, precios y demanda. La
conclusin es que los fracasos de las empresas se deben a una
ccmabinacidn de factores internos de la empresa y de factores
externos agregados, y se sugieren cambios de politica.
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El potencial de comercic de bienes y servicios entre paises
en desarrollo: un ejemplo de la industria petroquimica

Elizabeth Parsan

En este documento se examina el potencial del comercio Sur-Sur
en la industria petroquimica, tomando como ejemplo dos paises que
se encuentran en distintas fases de desarrollo: Brasil y Trinidad y
Tabago. El analisis de 10s recursos de este Ultimo permite ver que
tiene posibilidades dc¢ exportar al Brasil determinados productos
petroquimicos, y que el Brasil. a su vez, podria proporcionar a
Trinidad y Tabago tecnologia para el desarrollo de st industria
petroquimica. Cabe esperar que tales relaciones comercie es faci-
iiten la expansion del comercio y produzcan importantes beneficios,
tanto estdticos como dinamicos, a ambos interlocutores comer-
ciales. Se hace notar, sin embargo, que existen obstaculos, espe-
cialmente las barreras arancelarias y no arancelarias, que vienen
dificultando el desarrollo del comercio. En vistz de ello, se
sugieren varias medidas de politica para eliminar tales obstaculos.

Bstimacion de las fuentes de crecimiento:; la cintribucidn
del insumo de capital en el Pakistén

Shahida Wizarat y Shabbar Abbas Jaffry

El analisis presentado en este documento muestra que, especi-
ficando mejor los insumos de capital necesarios, y utilizando una
metodologia que tenga en cuenta la colinealidisd, se reduce en mis de
la mitad la contribucion de los insumos de capital al crecimiento
del valor anadido manufacturero, mientras que casi se dobla la
contribucién de la mano de obra. El modelo mejorado, aplicado al
Pakistén, atribuye cierta propor~idén de crecimiento del valor
afadido a las economias de escala, a diferencia del modelo
convencional segin el cual la contribucibén de las mismas es nula.
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