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## Explanatory notes

References to dollars ( $\$$ ) are to United States dollars, unless otherwise stated.

The term "billion" signifies a thousand million.
In tables:
Totals may not add precisely because of rounding.
A hyphen indicates that the item is not applicable.
An em dash (-) indicates that the amount is nil or negligitle.

The following abbreviations are used in this publication:

| AI | artificial intelligence |
| :---: | :---: |
| ANSI | American National Standards Institute |
| CAD | computer-aided design |
| CAE | common applications environment |
| CAM | computer-aided manufacturing |
| CIM | computer-integrated manufacturing |
| ECC | European Economic Community |
| GNP | gross national product |
| IPSE | integrated projecte support environment |
| ISDN | integrated services digital network |
| ISIC | International Standard Industrial Classification of all Economic Activities |
| 150 | Ir.ternational Standards Organization |
| NIC | newly industrializing country or area |
| OECD | Organisation for Econonic Co-operation and Development |
| OSI | Open System Interconnect |
| SITC | Standard International Irade Classifi |
| WIPO | World Intellectual Property Organization |

Foin Gahan*

## Introduction

This study analyses the software industry from the point of view of a new entrant to what is now a complex and world-scale market. A new software producer faces new opportunities and diffficulties, and to be successful requires a wide variety of skills.

Two main trends dominate the industry. The first is the growth of software as a traded product, rather than an individual service. Software is designed, produced, packaged and marketed on a large scale and in a sophisticated way.

The second trend is the influence on software of technological change in hardware. In general, hardware developments have moved ahead of software's ability to exploit them fully. The variety and pace of hardware change means that many opportunities exist for new software products.

UNIDO has for some time been emphasizing the importance of the software industry for developing countries, and the razed to incurprorate an awareness of ils significance in national technology policies and programmes. The Technology Programme of UNIDO has produced a number of documents dealing with several technical aspects of software and its production, and detailed legal and institutional questions have also been a particular focus.**

## A. Software: its nature and significance

## 1. Definitions of software

Software is a set of instructions to a computer. It is thus distinguished from, for instance, hardware, which is any component of the computer itself, or data, which is what tie computer uses or generates to make output, which itself is the reason why the
*Secretariat of UNIDD, Regional and Country Studies Branch.
**Se, for instance, "Trends in commercialization of software in developing countries" (UNIDO/1S.574), "Guidelines for software production in developing countries" (UNIDO/IS.440), and, most recently, "Software production: organization and modalities" (UNIDO/IPCT.63). A regular coverage of software is also found in the UNIDO Micro-electronice Monitor.
sof tware is supplied to the computer. This definition, though not a rigorous one, has the major advantage that it focuses on the use of computers as a process, and makes a distinction between the ultimate product and the meanr of transformation. Hany alternative definitions exist such as that "hardvare is what you can touch, and sof tware is what you can't touch". This however does not make clear the distinction between software and data.*

The Organisation for Economic Co-operation and Developant (OECD), in its first study on software, adopted a definition referring to "... a combination of data and instructions, many being algorithms ..." ([1], p. 20). In the present study, however, a narrower definition is preferred both because it delimits to some extent what is still a very large topic and also because of the quite different market forces at work.

The same OECD study also provides definitions from the World Intellectual Property Organization (WIPO) and from the International Standards Organization (ISO). The WIPO definition appears to be rather broad, since it includes not only computer programmes but also descriptions of them and instructions for their uec. The ISO cefinition also includes documentation, and contains the important additional statement that "software is independent of its carrier media".

At first sight the last statement appears unexceptionable, and seems to be in conformity with the "intangibility" quality mentioned above. But it raises some difficulties in the detailed consideration of software and especially its commercial aspects. In practice, software is not independent of its "carrier medie", and the disembodied view of software is inadequate for an understanding of the ways in which developments in software are related to those in hardware, and of the ways in which software is marketed.

## 2. The siguificance of softyare

Whatever precise definition is used, the idea of a set of instructions ; almost alvays understood as the underlying nature of software. .nstructions are commands to the hardware, and at a fundamental level it can be seen that the hardware determines what software is written. This is because the set of all possible inctructions is determined by the hardvare: there is no point in supplying an instruction that cannot be acted upon by the machine which receives it.

The basic instructions which the machine understands (and is built to understand) are called the "machine language". They can usually be represented by binary digits, that is, a string of ls and 0s, or perhaps by hexadecimal codes (numbers to the base 16).
*At the lovel of machine language, however, this distinction can become rather tenuc ss.

In any case, manipulation of these codes is usually simplified by a piece of sof tware which allows the programmes to use miemonics such as ADD or STORE rather than a string of difficult-to-recognize digits. Such a programe, usually called an assembler, would in tunn be used to write another progranme which would allow more powerful comanis, and so permit the instructions for mathematical or other manipulations of data to be expressed in a form nearer to the foraal way in which such manipulations would be described in speech or in writing.

The set of such formal instructions is usually called a highlevel language. Examples include COBOL, FORTRAN, $C$ and Pascal, and they are discussed in more detail in section $D$ of this study. They are mentioned here only to show the way in which software in one sense is indeed independent of the hardware. A definition of $C$, for instance, usually says nothing about the type of computer on which it can be used. In general, $C$ as a concept is hardwareindependent, just as most other high-level languages are also.

However, for a computer progranmer actually to use $C$ on a computer, in the sense of running a programme written in cad obtaining results from the data being analysed, there has to be a means of converting $C$ instructions (usualiy called statements) into the machine language of the computer concerned. As noted above, this means of conversion is in fact another piece of software, and it is usually called a compiler, since it takes all the $C$ statements and converts them to a set of machine commands. Another sort of translator is called an interpreter: it converts line by line. Unless a compiler or interpreter exists, $C$ cannot be used on the computer in question. Thus, although in theory a piece of software may be machine-independent, it is not really so in practice.

There is a further problem which occurs not only with software but also with data. This relates to the reading by the computer of software and data, usually in the form of magnetic media such as diskettes and tapes. These themselves are hardware, but the way in which the software and data are stored on them varies much more than the hardware does. Thus a piece of flexible plastic in the form of a disk, wrapped in a flexible cover, may be identical for many different microcomputers, all of which are capable of understanding the software written on it. And yet each of them may use a different code to represent the characters and, more probably, each will also use a different way of laying out the dats and software on the disi. Some might use one number of divisions, some another. Some might use concentric ring patterns and some a spiral pattern.*

[^0]The role of software is not only in computers per se, even though these are being used as examples in the present discussion. Software is the set of instructions stored in anything that is programable, and this includes many different kinds of machinery and equipment, from machine tools to telephone and communications equipment and dispensing and vending machines. Increasingly such machines embody software to control their cperations, not only because it is much easier and cheaper to solve many problems in terms of programmed micro-electronic circuitry, but also because it makes it much easier to make changes in the way the machine operates and thus to adapt it to different uses.

The case of numerically-controlled machine tools is a particularly important one. It is the spread of micro-electronics which has allowed these to become even more flexible and powerful, even though the basic ideas go back to the punch cards used to change control of weaving equipment in the textile mills of the nineteenth century. The programable character of modern machinery means that it can more easily de adapted to changes in the design or the content of the product being produced, thus allowing for very rapid retooling in the face of changes in demand patterns, comptitive pressures or changes ir. primary input costs. Software thus is a usually hidden but essential element in many aspects of manufacturing. The spread of robotization, factory automation, computer-aided design (CAD), computer-aided manufacturing (CAM) and compucer-integrated manufacturing (CIM) means that software will have an even more important role in the future, especially in the linking of the software embodied in individual machines into a fully commuicating and controlled system of production.

It is, however, software for computers which is most easily discussed, especially because here is most easily explained the concept of software as a traded commodity.

## 3. Softrare_as a compodity

The International Standard Industrial Classification (ISIC) of the United Nations is intended to cover all economic activities, and being based on a structure first conceived in 1948, does not cover the production of sof tware anywhere. Equally, the United Nations Standard Industrial Trade Classification (SITC), Revisior. 2, does not deal with software at all. This is more surprising because it dates from 1975 ([2], [3]). The exclusion of software from classification systems may be partly because of its (relative) newness, but a major reason must also be its intangibility, as referred to "arlier.* The easy option may have been taken of treating the software industry as a service with no permanent tradeable outputs. This approarh may explain its exclusion from SITC, and fts brief history may be the reason way it is not found in ISIC.
*Software is sometimes apecifically referred to as an "intangible (fixed) asset" in taxation regulations. Sea [4].

However, the fact is that software is now an industry of global reach, whose products are conceived, designed and marketed in a typical manufacturing-type operation. The writing of software to order still continues extensively and will continue for a long time to come.* But increasingly it is the mass productiou of software as a tradeable good which represents the visible shape of the industry.

Conplex issues arise, not just at the level of statistical classification, but at the very practical levels of customs tariffs, cross-border data flows, patents and copyright law. More fundamentally, they arise in the questions of the nature and future shape of the industry, the evolution of the manufacturing process and the internationalization of production. So rapidly is the role and nature of software developing that a fully comprehensive view of its scope is not easy. However, certain characteristics are visible which suggest that it can usefully be regarded as an industry producing merchandise which is traded. This aspect of software is growing rapidly. The industry is labour-intensive, but also skill-intensive. In addition, technological change affects the industry, with a tendency towards increased capital inputs, although clearly the overwhelming character of the industry is chat of a (skilled) labour-intensive one. Technological charge has also affected product life cycles, which are continuing to shorten, but perhaps the biggest influence on this tendency has been the increasingly fierce competition among producers. A search for new product ideas is a continuing necessity for survival.

With respect to technological change, the time needed for wost innovations is substantial. This is because of the labourand skill-intensity of software development. Thus, between the conceptual definitional stage of the new software and its fault-free, saleable form, a considerable time, sometimes years, may be needed. New tools may allow for a shortening of development time, both by increasing programer productivity and by simplifying the complex managerial tasks associated with large software projects. However, one interesting effect of the long product development times for new technological levels of software is that the future shape of software can be predicted with more confidence then for other products of industry. Thus, areas of search for new opportunities can be more easily identified. In general, the software industry, although many large firms are found, remains open to newcomers. It cffers potentially large rewards for innovation. Because of constant change in technology, it provideg many niches for which distinctive products can be developed.

[^1]
## 4. Software and developing countries

For developing countries such considerations are particularly important. Software skills are in any case necessary to maintain or improve the competitiveness and efficiency of all sectors of their economies, not just manufacturing. However, only mastery of such skills can allow a developing country to control the direction of its informatics development as a whole, since reliance on imported software will direct its production structures into ways cf doing things which are determined elsewhere. This can be a difficulty not only from a cultural point of view. It can raise problems also in very piactical ways. Imported software may require data in a form in which it is not usually kept in the country, or may assume a particular system of accounting or taxation which is usual in developed countries.* To use them may mean a complete alteration of patterns of work and ways of thinking. often the resulting confusion could wipe out iny gains in efficiency made by computerization. Even if this is not the case, there is still the problem of interfacing with other, manual systems which use the accepted national approach to the problem in question.

The mastery of software skills becomer especially critical if the informatics field is recognized as a main means by which developing countries can increase their iuternational competiveness. The developing countries' cost advaritages of low wages can be and in fact are being quickly eroded by heavy investment in automation and CIM in developed countries. Developing countries in any case face enormous problems of co-ordination in enabling their economic and social systems to improve the living standards of their people, and informatics technologies can contribute significantly to their solution.

These arguments for informatics development in developing countries are well known. They are restated here because an additional point is to be made, which is that, in evaluating the scope of software development in a developing country, the external market has to be considered.

The export of software, which can be to another developing region or the world market as a whole, has distinct advantages for developing countries which require that it be seriously considered as a policy option. Firgt, it should be recognized that software is an industry like any other with advantages (and disadvantages) as a component of an export strategy. But secondly, there is the vital point that a concentration on exporting softwara will promote quality and technological progress in the domestic industry in general, in a way that concentration on, for instance, clothing manufacture or food processing will not. This is because
*Schwarz [5] cites the examples of the Burmese post and Telecommications Corporation, which acquired payroll software that allowed for far fever atandard deductions than are usual in the Union of Myaumar (formerly Burma).
competition in the latter fieid is baied in so many cases on price alone, and in software exports this can never be the case.

The improved quality of a software industry oriented to the external market mears in turn that the rest of the developing economy concerner '?en has lirect access to strategically important components for im: sving organizational efficiency, increased prcductivity, enhanced competitiveness and the flexibility needed t, respond to rapid changes in economic conditions. The increased application of micro-electronics, computers, telecomunications and automation all require a mastery of software skills. A competitive software industry in a developing country, which succeeds in selling software products in a very challenging and rapidly shifting world market, is a nationai asset which can contribute to most other economic activities within the country.

## B. Querview of the industry

## 1. Types of software

In this section, a statement of the kinds and classes of soitware that are marketed is attempted, not as a basis for a definitive taxonomy, but in order to provide the working language needed for a discussion of the actors in the software industry, the roles they play and the strategies they follow.

As noted above, the working definition of software is restricted in this study to include only instructions to the computer or other programable device. This, in fact, could make the definition cf sof tware the same as that of programes, but it is probably better to regard software as a generic term, covering all traded software. Tae units of software may be a programe or a set of programes (sometimes called a "suite") if they are related to one another.

Software can be written by the user ('developed in-house") or it can be acquired from an external supplier. Sometimes this doesn't cost anything. That can be the case if the software is illegally copied. But it can also be the case if the software comes from a university, for instance, or a voluntary group of users of a particular type of computer, or a professional soriety. This is called public-domain sostware and is particularly important for microcomputer software (such software can often be worth investigating, before embarking on a major software devel, pment project).

In turn, the software acquired externally can either be written to order to meet an individual requirement ("custom noftware") or it cau be already written and on general offer. This is called packaged software.

The main types of software are systems software and applications software. Systems software is the software that helps the computer to work, and applications software is the software that does the work which makes the computei ugeful. Thus, the payroll programme, which calculates the monthiy salaries to be paid, is
an aprlications programme, while a disk utility programme, which organizes the various files of inforration in some way on a magnetic storage device, is an example of systems sof tware.

Systems software includes, most importantly, the operating system of the computer. This is the software which geverns the interaction of ail the components, interrogating the operator's keyboard and writing to the screen scheduling tasks, deciding on priorities, organizing storage etc. Operating systems can be very rudimentary er extremely sophisticated. They are crucial in that they usuaily determine the environment for any other software to be used on the computer. An operating system is almost always present, and any other software to be used on the computer has to be compatible with it. Thus, to take an example, MS-DOS is an oferating system for computers such as the IBM personal computer, and the software to be used with it is said to "run under MS-DOS". If an operating systen. is sufficiently sophisticated, there may he no other systems software available or needed for the computer, but more usually ther': will be so-called utilities to improve upon the tasks carried 01 - by the operating system or to supplemert them. Another example of systems software is a special programe to handle commication with computer terminals or with other computers or devices.

Application programmes include packages for automating the calculations involved in almost every field of human activity. A package is a term applied to a more or less stand-alone computer programe which offers full control of input and output and of storage within the programe. It will typically be able to carry out a wide variety of different tasks within a subject area. No hard-and-fast rules separating programes from packages have been drawn up, but the ability $=0$ issue alternative commands to a programe may be the key characteristic that determines whether it is a package or not. Thus, a spelling checker is probably a programe: it takes a file of text and comfares each word against a dictionary to find errors. But word-processing software is a package: there is usually a sufficient number of choices of things to do, such as editing, merging, cutting, pasting, searching and word-counting (a spelifing-checker will probably also be incorporated).

As noted above, "packaged software" is something rather different. Here the word parkage is used to emphasize that what is being sold is being treated as a consumer good, a product ohich could be found on shelves in shops. The software, usually on diskette, with a user's manual, wrapped in a box, is marketed of ten with the same skills as are used to market any other fast-moving congumer good.

The distinction between systems software and applications software is not always absolute. A data base package, for instance, is systems cuftware in that it is concerned with the organization of data and its atorage, and it may arrange all the data on the disks of the computer, superseding the existing arrangement followed by the operating pystem. Similarly, it may cpry out communications and other functions normally carried out by the
operating system. But a data base programme, from another point of view, is applications software, because it usually provides tools for sorting, selecting, totalling, and, in general, what is called report generation, that is, the carrying-out, as required, of specific analyses of the data in the data base and the presentation of the results in an acceptable form. Computer language software is also difficult to classify; arguments for both points of view could be found.

But the distinction between systems and applications is still a useful one, and will be followed in this paper. There is plenty of software which is unambiguously of one kind or the other, and the classification helps to analyse the industry in more detail and its relation to the hardware question. The two types of software are increasingly being sold to distinct markets. Systems software is largely bought by computer specialists and profecsionals, and applications software more by non-specialists who are interested in the computer only as a tool th assist in accounts, engineering, medicine, law, customs clearance or some other activity. It has been increasingly noted that even though the actual purchases of applications software may be made, in a sompany, by the dataprocessing department (that is, the traditional computer users), the choice may be as a result of pressure from the non-computer staff who have identified the piece of software as useful for their own work. The so-called end-users thus exercise increasing influence, and marketing efforts are increasingly directed towards them.

## 2. Softmare producere

The main types of producers are as follows: computer manufacturers; software companies; original equipment manufacturers; value added resellers; system houses; and computer users.

The computer manufacturers are major producers of software. In the past, computer manufacturers used to provide almost all the software that was available for the computer in question, apart from that written by the purchaser. There was thus no so-called third-party noftware available. Manufacturers have to ensure that there is enough software available to encourage purchase of the machine, and this they do either by following an existing hardware design, or by providing a version of a standard operating system, for both of which sufficient software is considered to be available.

Sof tware companies are difficuit to classify. They range from very small enterprises, with perhaps just the proprietor writing and selling the software, to transnational corporations with complete international distribution systems and full service and support networks. The common characteristic of sof tware companies is the high ratio of skilled employment to fixed assets. Certainly the company will have computers on which to develop the software, but the main assets are its people. The research and development phase is the crucial and the expensive one: production costs have been low up to now, involving mereiy the duplication of a tape or diskette. However, increased competition has led to a more
demanding market for documentation. The companies have to provide detailed manuals and usually spend a good deal in making them attractive. The need to prepare different language versions is a further cost of production. In addition, sales and marketing expenditures in a highly competitive field have become increasingly significant. Also, apart from documentation per se, the purchasers of the software will expect, depending on its price, a range of services to be provided by the software producer. This includes telephone support (such as a "toll-free hot line") which provides the user with help and advice. Other services provided can include newsletters, user groups etc. While the user may be charged a fee for some of these, there is usually a subsidy from the sof tware producer also.

The name "original equipment manufacturer" is misleading, since what such manufacturers do is to put together a package of hardware and software, put their own name on it and sell it. Thus, they might buy a basic computer from one manufacturer, memory and peripherals from another, and software from a third. The original equipment manufacturer may, however, also produce or commission extra software. The whole package is then marketed as if it were the manufacturer's own product.

A value added reseller is rather different, being typically a dealer who buys in all the hardware often by arrangement or exclusive agreement with a single manufacturer, and then sells it on, with perhaps proprietary software and training included. The value added reseller will specialize in a particular application area, such as accounting, architecture etc.

A system house is a more autonomous body because it does not carry out purchase and resale activities. It is exlusively a service sector body. It can advise on purchase, design systems, and carry out the necessary programing. This noftware production is thus typically done to order, meeting the needs of a particular client. It may, if successful, also lead to the production of a package sold again to other customers. The transition from system houses to software companies is thus by no means unusual.

The computer user is the remaining category of software producer, which is by far the largest. Computer users, especially of mainframe computers, of ten develop large quantities of software for use within their organization. Little of it, however, ever moves outside the organization in which it is developed. There are exceptions, however, and a company, for instance, in a quite different field may develop sof tware that is marketable. In so far as its release does not reduce the competitive advantage of the finm , it can be profitable subsidiary activity. For instance, the McDonnell Douglas Company, which makes aeroplanes, has developed a number of software products which were originally for its own use in engineering design. It now sells these and has moved into many other computer fields also, being a system house as well as software producer. Many other examples can be found of the transition of the computer department of a company, with the latter becoming an autonomous system house and software producer. The phenomenon
is more cemmon in the services sector, howerer, with banks, insurance companies, and accounting firns being typical breeding grounds for such activity.

## 3. Size and structure of the software industry

Assessment of the size of the software market is very difficult, as is the estimation of the value of software production. The latter question is particularly complicated due to the fact that, as noted above, most software is not traded, but developed within companies or institutions for their own use.

Even considering only commercially handicu software, however, the statistical classifications used in industrial statistics are usually inadequate. A particularly intractable problem is caused by the fact that much traded software is produced to order by systen houses that will charge the customer not only for the software itself but for a range of consultancy services associated with it, including system analysis and general business services. If the system house is a computer bureau also, it might provide, as part of a package, the actual data preparation and processing. To separate the specific software costs is not easy. A similar problem exists with what is called "bundled" software, which is software sold with a computer as a package deal, or provided free to purchasers of a particular computer. International trade in software is equally difficult to measure because of the similar lack of adequate classifications as well as the different treatments of software for customs valuation purposes. The ease with which software can be transmitted by telephone lines, for instance, further complicates the measurement of its international trade. Finally, the problem of software piracy makes it difficult to envisage any fully statistically consistent pictures of production and trade in software. The spread of pirated software is due principally to the increased demand for packaged software for the millions of personal computer users.

In spite of these caveats, however, estimates of the value of software can certainly be found. OECD has been particularly active in this field, and published a first survey in 1985. It drew on a wide variety of data sources but was unable adequately to separate out specific software activity from the services provided by system houses. A new study [6] gives some alternative estimates. Broadly speaking, the more councry coverage is increased, the less precisely is it possible to confine the figures to software alone. Thus, for a total of 32 countries, the sof tware market in 1984 was 26.6 billion United States dollars, and in 1987 it was estimated to total $\$ 48.8$ billion for 29 of those countries. The country coverage could be wider, but then it would not be possible to separate out all sof tware from services or hardware sales.

United States estimates give the world software market as having a value of $\$ 30$ billion, of which United States suppliers have an approximately 70 per cent share. Packaged software revenues amounted to 63 per cent of the United States total revenues in 1985 , and packaged software for personal computers was the fastest-growing segment. Other estimates include those of United States revenues
from overseas sales of software, being over 20 per cent of the total revenues, thus amounting to about $\$ 4$ billion. Packaged softvare is 30 per cent of the United States total exports. The laigest software markets for United States exports are given as Canada, Western Europe and Australia [7].

Another morld estimate comes from an authoritative private source, and gives "software costs" as " $\$ 140$ billion world-wide" in 1985. The figure was given in the context of a discussion of software productivity, and clearly includes in-house development of sof tware. Reference was made to a present growth rate of 12 p $\in \mathbf{r}$ cent per annum, and the world total was projected to be $\$ 450$ billion in 1995, with the United States share remaining at 50 per cent [8].

Perhaps because of the statistical difficulties in coverage of the total sof tware market, it is easier to obtain estimates of packaged software alone. Thus, one estimate gives a world market projection of $\$ 22.3$ billion in 1989 , having been $\$ 5.8$ in 1984. of this packaged software, the share of applications software is 72 per cent in both years [9].

The structure of the industry is a complex one. Certainly there are some large firms, and the tendency in recent years, especially in the United States, has been for them to expand further by acquisition. In the first six months of 1987, there were 137 acquisitions or mergers in the computer services field (here including companies in the software business). The associated value of these agreements amounted to $\$ 2.1 \mathrm{billion}$. In the previous fall year, by contrast, there had been only 130 such arrangements, with an aggregate value of $\$ 1.9$ billion [10].

There are reasons for this tendency, the principal ones being the human capital assets of software companies. A team of unique talents will be attractive for take-over because they will bring benefits to the acquiring company in a way in which a simple increase in recruitment would not. In the specific case of packaged software, a take-over will allow the acquisition of a product for which the development of sometning comparable would take years, and for which success might be doubtful. But the single factor most influencing the tendency towards mergers in the software business is that those within it are best placed to identify opportunities. A software company is more attractive to another one than to a financial conglomerate.

## 4. The role of etandards

Two types of standards are found in the software industry. The first is the formal standard established by a national or international body. The second is the de facto standard, which is a result of a particular piece of hardware or software becoming so widely used that $i t$ is recognized as having created a market. Examples of formal standards include those adopted by such bodies as the American National Standards Institute (ANSI) and those of ISO. In many cases, and particularly with ANSI standards, a national standard goes on to become internationally accepted, with perhaps a version of it subsequently being adopted formelly by

1SO.* Examples of de facto standards include MS-DOS and the related PC-DOS, both developed by Microsoft Corporation for the IBM personal computer and compatibles. These are operating systems, and therefore they effectively determine the environment in which software to be used on the computers has to be written. While being extremely widespread and having sold in the millions, these standards have not been adopted by any body as such. Yet they have influenced the creation of thousands of other software products intended to be sold to those who use this operating system on personal computers.

A software standard is a definition of a concept, to be followed by those who implement it as software. Thus, the standard for a programing language is full definition of the language, its structure, its gramar and syntax, its statements and comands. A software producer can produce a compiler which exactly reflects the idea of the language, and can then describe it as "a full implementation of the XYZ standard". Another software manufacturer can produce a piece of software written in that language, using only that precise version of the language defined in the standard. In principle, therefore, tise customer can tuy the language compiler from one company and the application programe from another, if they both follow the same standard. If they do not, however, and therefore, if the customer has no guarantee that they will work together, he may decide to buy neither. Languages and application software are a simple example. In practice, most application software is not distributed with the so-called source code, because this is of ten regarded as proprietary information of the vendor, and to allow others to have access to it would allow them to modify it rather than coming back to the original vendor for $h f l p$, and thus further business. It would also allow other companies to imitate some of the particular tricks and embodied skills within the zoftware. More practical examples will be found in the area of compatibility between application software and operating systems, or between two application programes. With respect to data compatibility, for instance, the highly successful package LOTUS 1-2-3 stores its data in computer files in a certain format. Another software manufacturer may advertise his product as able to read files in LOTUS forwat, thus, this product will be inmediately attractive to those who already have the LOTUS product. There is a curious secondary effect, in that the very fact of a manacturer proclaiming a product to be compatible with LOTUS generates a further support for LOTUS as a standard.**

In general, the issue of standards is very important for software producers, particularly those beginning in the business.

[^2]To have a clearly defined standard in the area of application is very important because it provides the producer vith some sense of the market for the product, and it provides a relatively stable technical environment in which software development can take place. The producer can be reasonably assured that if the product is a failure, it will not be because of its technical unsuitability, but for some other reascn. In principle, therefore, standards can be just as useful to the sof tware prodscer as they are to the sof tware consumer. However, it is a fact that the setting of formal standards is a complicated process of national and international negotiation, involving many scientific comittees at different levels. Typically, the major producers are represented on at least some of the committees involved. They are in a position to influence to some extent the adoption of the standard in such a way that it includes areas in which they have particular competitive advantage or particular skills. In any case, by being involved in the decision-making process of the setting of the standard, they have access to information as to the form the standard is likely to take. This gives then a competitive advantage which is not enjoyed by the sasil and ne' producer of software. From this point of view, therefore, software standards are a disadvantage and have severe draw-backs as far as the new producer is concerned. However, it is clear that the benefits of standards outveigh the disadvantages. The question must therefore rather be how best to mitigate the disadvantages from which the small producer suffers. As has been seen, the setting of de factu standards is something with which the small producer is not involved at all, and the exploitation of the market opportunities they create is even more difficult than with formal standards, since detailed information on the product which is creating the standard may be very difficult to come by.

## C. Effects of marduare trends

## 1. Procensors and memories

The processor is that part of a computer which carries out the programe instructions that constitute software. Thus it will typically carry out arithmetic tasks such as addition and multiplication, together with other actions such as comparison, branching and looping. These laster and similar taska are particularly important because they allow the machine the flexibility in hardware terms that is consonant with the generality of sof tware.

The kinds of tasks that the processor can do vary widely in number. Two seemingly contradictory srends exist in this field. One is to make more and more sophisticated processors capable of a large number of tasks. This is supposed to make software development casier, since the machine language programer then has access to a number of powerful tools. The other trend is to reduce the number of instructions understood by the processor. Broadly speakIng, the fever the number of instructions intelligible to the processor, the faster that processor can work, or perhaps more correctly, the faster that software written for that processor can
mork. Such processors vich reduced instruction sets are called RISC processors.*

The microprocessor is a processor on a single chip. The design trends noted above are intended to contribute to the speed of conputing. Another way to do this is to speed up the processing itself, and a variety of techoological approaches are used for this. Increased integration of itself reduces the delay in instructions being acted upon. The selection of new materials such as galliut arsenide can also increase the speed, but this means new approaches to manufacturing, and gallium arsenide techoology, because of its cost, has up to nor been manly confined to military applications. Increasing the amount of information that the processor can handle at any one time, its basic working unit, is another way of increasing the processing speed. Thus, the earliest micropressors were 4-bit (such as the Intel 4004), and these have been succeeded by 8-bit (such as the Zilog 290), 16-bit (such as the Motorola 68000) and 32-bit (such as the Intel 80386).** Thus, in terns of internal architecture, microprocessors have reached the sase level as minicomputers, for which a 32-bit processor is unual. Another aspect of this is that it makes it easier and thus quicker to handle large amounts of computer memory.

Not only has the facility with vi:ich large maounts of memory can be handled increased, but the sper of the memory (that is, the speed with which information can be stored or retrieved) has also grom. Allied to this has been a fall in the unit price of main memory, a fall which has bee steady for nany years. A temporary shortage has caused a departure from this trend, but the underlying tendency continues to be downard, an inescapable consequence of technology development and the search for a differentiated product. with both these taking place in a itercely competitive environment.

The consequences for the software market have been very striking. In fact, software can be said to have been struggling to keep up with what has been happening in the hardware field. The capabilities of new computer aystem, siven the processor and memory trends described, are of a different order to most of the software available for them. This is partly because of the general need to have access to the hardware in orter to develop sof tware that fully exploits it. The software deve. ent cen take several years.

However, a erend in software is towards more "userfriendiness". This means, in general, that computers become easier

[^3]to use. More of the user's mistakes are corrected, more "help messages" are siven, there is tendency for the user to be presented with a range of options rather than be compelled to remember a series of cryptic comands. Growing computing power mekes it possible to bring all these ideas to reality. A package has to be elegant, slick and well-planned; the "surface" of the sof tware has to be smooth. No matter how good the central idea of the package is, it must still be well-presented and easy to use if it is to have a chance of commercial success.

The availability of faster processors and more memory means that tae sof tware in turn must take full account of it; therefore, as well as "user-frieadliness", a second consequence of hardvare treads is for software to have more functions or features. The integrated package is one which combines what was previousiy regarded as separate tasks for software. An integrated package will allow for word-processing, graphic display, spreadsheets, data base etc., all of which used to be separate packages. Even where they remain separate, the competitive package will have extra features: a word-nrocessor will have facilities such as a spelling checker and outlining, for which earlier separate progranmes would have had to be bought. The reason for the growth in integration or what is called the "increased functionality of software" is the availability of space and speed in the computers that use it.

Recently a class of materials has been discovered which exhibit the property of superconductivity, that is, of offering little or no resistance to the movement of electrons at temperatures well above absolute zero. This will have important effects on the future micro-electronic components, and it will mean a greatly increased speed of operation for proceasors and memories, as well as bringing great changes to telecomunications and most other informatics fields.

## 2. Architecture

We have spoken as though there were a single processor in a computer, and that is che traditional picture. The so-called "von Neumann architecture" is the internal design pattern roughly followed since the inception of modern computers, where a single processor performs all the calculations and makes all the decisions, one step to time. In fact, however, this craditional view has been sradually modified. Mainframes and minicomputers commonly have more than one processor, and even microcomputers, although they have one microprocessor, will often have other processors to control screen graphics or floating point calculations. However, it remains true that these processors do not have equal status, and that one processor provides the main control.

Recently, hardware development has concentrated on the linking together of several processors, perhaps verymany to work in
*See [15]. Superconductors will in the longer term have significant effects on the energy field also. See [16], pp. 19-20.
parallel. There are conceptual and practical problems, but many of these can in principle be solved by software. New languages and operating systems can allow for a new kind of computer programing which takes advantage of the farallel processing opportunities the new hardware configuration provides [17].*

A further development is in so-called neural computing, which is an attempt to follow what is believed to be the way the brain itself works. Rather than the binary logic at the heart of presentday computers, the target is the multitude of interconnections such as are found in the brain, ar. the switching processes based upon the attainment of sufficient number of control signals at each step. The reason for the interest is ultimately the hope of attaining in hardware terme some of the useful characteristics of human thought processes. While hardware development has still a long way to go, some of the features can be explored in coftware terms.** In particular, ideas of multipie association, such as the human brain is so readily capable of, have already influenced data base design, as can be seen in the development of hypertext systems.

Hypertext systems are a means by which inforastion can be stored with arbitrarily complex links between its components. Thus, a paragraph of text, for instance, instead of being stored under one keyword or even 10 keywords, could have everyone of its words as a keyword and the relatiocship between the information contained therein and any other piece of information could be followed there through a chain of links. It is this multiple connectivity of information which is analoguous to the way which the human brain stores information.***

## 3. Recipherals

Several striking developments are taking place in the field of peripherals. With respect to mass storage, a notable tendency has been that of the growth of optical atorage systems. These are so called from their use of a laser to read and also perhaps to write to a storage medium. The advantages over the conventional magnetic storage systems such as hard disks, floppy diaks and tapes are that they provide a much denser way of storing information, that they are not subject to loss of data from magnetic fields etc. A single CD-ROM, which is the aize of a standard audio compact disk, can hold 600 megabytes of information, roughly the equivalent of 1,500 floppy disks of the standard aize. A CD-ROM can bz written only in the factory. This makes them best suited for information systems which are relatively permanent in nature, typically including such

[^4]**For a simple sumary, see [20].
applications as legal information, statistics, encyclopedias etc. A more flexibie type is the so-called WORM which is an abbreviation for "write once read many times". This is also an optical storage eedim which can be written to once by the computer user. When a корм disk becomes full, it is simply set aside.* The full availability of cptical disk storage awaits the arrival of a disk which can be written in and erased by the computer to which it is attached. Such a technciogy is still being developed, but is expected to be brought to market in the near future. The potential of these storage cystens is imense. They offer means by which enormous amounts of data can be stored and easily accessed by a computer user. This means the disappearance, in years to come, of slow techniques such as storage on magnetic tapes of less frequently used information, a practice which is called archiving. They mean also that it will be perfectly practicable to store in character form every document generated by the business, and thus every piece of information in the business could be searched for and analysed by computer, including, for instance, all correspondence over a period of as many years as it is desired. The introduction of scanrers, which can read the type characters from paper into the computer, means that it will be possible to store all correspondence in this way, eventually including handwritten correspondence.

Such technology will provide enormous opportunities for software developers. The opportunities will lie principally in providing tools for those who use this information, in order to allow them to make sensible use of it. It is one thing to be able to access quickly all of the relevant information, it is another thing to be able to decide what is important or what is not. The user will still have to search through the material available. Hence "intelligent" software which will help the user to make best use of all the information is a promising field. It represents a qualitative change from the kind of software which manipulates the information, as present-day data base systems do.

The so-called "user interface" has seen developments in several areas. Particularly important is the growing use of graphics. It can be expected that the screens of computer work stations will become larger, will have higher and higher densities, and will provide more and more information to the user. The growth of such techniques as "windowing" allows for the display of several different information areas on the screen, including information about perhaps different processes under way. The increased hardware speeds mean that the numerical calculations involved in graphical displays can be carried out in more and more detall, and this has led to increased sophistication in CAD/CAM systems, for instance,

[^5]where diplays which can manipulate three-ísensional images are more and more usual. The software developiants associated with this include the growth of what are cailed object-ariented languages, since the traditional mathematical languages such as FORTRAN, of ten used to produce graphics images, are inadequate for the kinds of sophisticated graphics application now being developed. A further push towards object-oriented languages comes from the growth in artifical intelligence applications. Thus, hardware developments in display technology have created a significant market for software products, and one that will grow.

Commications between work stations and computers and between computers themselves is another growth area where hardware developments have allowed for the creation of very elaborate networks. These networks in many cases span countries and =ontinents. Where telecommuications have been liberalized, and this is an increasing trend, the linking of computers has become commonplace. Fibre optics developments mean faster communications of this kind. There are, however, still very significant problems in data communication which the emergence of new standards has not yet overcome. Many different protocols exist, different computer manufacturers will follow different standards, and national teiecomunications authorities in many cases restrict the use of standards to those specified by then, or refuse to allow the connection of any equipment to the national network which has not been certified by them. This means that comunication sof tware in general has many compatibility problems to overcome. There remains also considerable scope for improved networking standards which would allow for more flexible and faster communication between different systems. An enormous number of niche markets is thus created, since software to overcome particular compatibility problems, or to allow two pieces of equipment to be connected together, may provide a neat solutior to what is an otherwise intractable problem or, altematively, a relatively simple problem which has been ignored by the makers of the equipment. Thus, even the confusion in the computer communications field can bring benefits to the software producer, although it is such a rapidly changing field that these have to be continuously solved in new ways. In the longer term, the trend is towards an Integrated Services Digital Network (ISDN) syatem, which will be a public network to replace the existing separate telephone and dedicated data networks. Such a tendency will lead to increased standardization and perhaps fewer opportunities of this kind. However, the process is not likely to be completed in a short time. The spread of the Open System Interconnect (OSI) standard is further development which will influence communications software significantly in the longer term [12]. Again, the transition periods may offer opportunities for the bridging of gaps.

## D. Trends in sof tware

## 1. Overview

In this section trends in software which are expected to have an impact on world markets in both the shortand the medium-term are examined. Software in general con see long delay between a theoretical advance and a comercial application. This is for
several reasons. First, an advance may simply be of no commercial interest. Secondly, the software advance may be rendered redundant before it can be marketed. For instance, a software advance that speeds up a particular calculation or enables lese storage to be used may vell be irrelevant in a context of rapidly falling hardware prices. Thirdly, software has to encounter significant resistance in its traditional consumers. Computer staff will have invested several man-years in the construction of a particular application. The new product, even if better and cheaper, may still require conversion of the existing data, and time to be spent in a transition period when both systems have to be kept working, the old and the new. It can appear easier to keep the old system in operation. The situation is worse when the product offers a more dramatic break with the past: it may imply data structures and system procedures which are so different from what has gone before that they intimidate the potential user who has been conditioned by the existing system. The producers therefore cannot move ton much ahead of the users.

This is not to diminish the role of innovation in the industry, but it must be realized that bottle-necks occur, and the absorptive capacity of the market can be limited. Good ideas may have to wait their turn, especially if their cost is high either in terms of purchase price or in terms of further investment of own resources by the user.

There is nevertheless scope for innovation in software, especially when it is associated with hardware innovation. The best example is given by the microcomputer. Its widespread availability generated a number of software innovations, with products being produced which were qualitatively different from mainframe and minicomputer software. Spreadsheets are a product of the microcomputer era, which might better be called the personal computer era. This is not only because of the dominance of the IBM personal computer and its clones, but also because the personal character of the computer determined much of the software which was wricten for it. Spreadsheets are targeted towards the manager, accountant or clerical worker who works with tables of figures. At the simplest level, a spreadsheet will maintain the row and column totals of the table, and can be set to automatically adjust the totals when any individual figure or group of figures is changed. In practice, spreadsheets have grown more and more sophisticated: the possibility to specify arbitrarily complex relationships between table entries and between groups of tables, as well as the order and manner in which recalculation can be carried out has weant that spreadsheet commands have evolved into programming languages. Nevertheless, the natural matrix orientation of these spreadsheet languages gives them characteristics uniike any of the widespread high-level computer languages sucl, as FORTRAN, COBOL or PL/1.

A further genre of perser ial computer sof tware has been the integrated package, where a number of different functions (spreadsheets, data base, graphs etc.) were combined in one and allowed the user, for instance, to move data from the data base to the spreadsheet, to make calculations from it and then to draw graphs to display it. Previously these steps would have had to have been
carried out throupl the separate selection, loading and running of these different sof ware packages. The integrated software package allowed the user to computerize all his traditional office activities. A later development was the addition of other facilities, especially word-processing, within the package.

A further feature of microcomputer software has been its "user-friendly" character. This arises from two causes. First, some of the individuals who pioneered the development of microcomputer hardware and software vere partly motivated by an individualistic feeling about the role of computing power in general. They did not see it as something centralized and something that should be accessible only to the initiated. A second and now dominating feature is that the comercial packaged software producers realize that they are catering to a market the majority of whose members have either no computer experience at all or else are essentially self-taught, being accustomed only to using other packaged microcomputer software. The consequence is that they must at least maintain, if not improve on, a tradition of user-friendiness. This trend is reinforced by the hardware trends already discussed in section $C$ above, where the falling costs of memory and storage devices means that software can be bigger and store more messages to be sent to the user, guiding him or her through the use of the programe or package in question and explaining errors, not just pointing them out when they cccur. This trend further exemplifies the need for software developments in some cases to wait on hardware developments, even though the inventive character of userfriendly features may in fact be very low.

It is useful to make a distinction, in examining trends in software, between evolutionary change and new technology software. Evolutionary change in software can be defined as ciange determined by improvements to previous stages of the software, where the lines of descent are fairly visible. In simple terms, improvements have been made to existing ways of doing things. New technology software on the other hand refers to software developments which are associated with using computers to do things previously done in other ways or not done at all. Here can be included most artificial intelligence (AI; applications, such as image recognition, speech processing, computerized translation and expert systems. It can be stretched to include concepts of CAD/CAM and CIM, which amount to new ways of doing taske which had not previously been automated. The point to be emphasized is that the first computerization of accounting, payroll, stock-keeping etc. took place many years ago. New software development in such fields as these is evolutionary because it accomodates to some degree at least the systems which are already in existence and allows the exploitation of innovation without the perhaps painful abandonment of existing systems.

The line between evolutionary and other software can be hard to draw in some cases, especially when the suftware product incorporates features which are partly evolutionary and partly not, such as the use of expert systems in data base aprlications. Why, then, make such a distinction? It is important strategically because different markets are in question and it is important also in
investment terms. A new deparcure in software may, precisely because it starts from scratch, involve considerable inputs to reach production status. Financing the development costs may be painful, since cash flow in the early marketing stages may be slow. The evolutionary product, on the other hand, may represent a repackaging of an existing product or its transfer to another computer system. Sof tware tools such as cross-assemblers may make this process easier. Again, the new evolutionary product may be able to take advantage of elements of the sof tware environment in which it applies, and thus make use of improvements carried out by someone else. For instance, the systems software of a computer of ten undergoes continuous improvement by the manufacturer. It may contain new and efficient ways of rearing, copying, comparing and checking data and displaying it, storing it, and printing it. This sort of software is unglamorous, and yet it involves a great deal of detailed rork. The astute independent software developer can take advantage of much of this work and thus spare a good deal of the development time by finding out how these parts of the system software work and allowing his own software package to use them. As well as saving time in the development phase, this will very of ten mean an increase in the speed of operation of the finished programme itself. Again, some parts of the system software may be inefficient and the producer will decide to bypass them, approaching the hardware directly. Such practices, however, have their dangers for the coftware developer. The reason is that they can tie the product too closely to the hardware of one computer manufacturer, or to one version of the system software, and thus restrict the potential market and increase dependency.

## 2. Operating systems

As briefly mentioned in section $A$, the operating system provides the necessary control and communication between the different parts of the computer and its peripherals in such a way that it is accessible to the user. The operating system provides a framework, more precisely a defined software environment, in which applications software can be written. It also carries out a lot of the tasks needed by the application, for example, control of the input and output, and, in multi-user systems, time-sharing and automatic back-up and recovery. This also means that an operating system defines a software market.

The point is worth emphasizing: the same operating system, if it is available on different computers can, in principle, allow an application written for one computer to run on another. Equally, the same computer can use more than one operating system, and an application written for one computer will not run on an identical computer if the operating system being used is different. The operating system thus insulates the software developer (to a large extent) from the physical computer. But it makes sof tware development less hardware-dependent only at the cost of making it operating-system-dependent. The role of high-level languages in countering this tendency is examined below.

In general, a computer is supplied with operating system software included, since a computer without an operating system is of
interest to only a specialized few. Therefore, it has almost always been the case that the computer manufacturer supplies an operating system, usually written to take advantage of whatever hardware features characterire the new computer, but increasingly with an emphasis on distancing the user from hardware considerations per se. At the same time, attempts are made to accoamodate earlier versions of the computer and operating system, either by providing that any software written to run under the old system will run under the new one even if it does not use all the new features provided in the latest version ("upward compatibility"), or else by supplying a set of software to assist in the conversion process, that allois the old software to be automatically changed so that it can function under the new system. This is sometimes called an "upgrade path".

Operating systems are sometimes classified as multi-tasking, multi-processing, multi-user etc. In market terms, the most vital distinction is perhaps between multi-user and single-user systems. Broadly speaking, mainframe and minicomputers have multi-user operating systems, either in the sense that the system can deal with a number of different tasks submitted to it, or in the sense that many users are actually physically linked through terminals to the computer.

Multi-user systems are what is needed in ordinary economic activities. Most of these involve exchange of information between those working in the same organization. If the computer contains the organization's data in a multi-user system then all the staff can in principle have access to the data and change it as necessary. It is this relatively simple idea which lies at the heait of the data base concept and explains the growth of this in recent years.* In practice, for most comercial and industrial tasks, multi-user systems are necessary, or soon become so.

It has of ten been remarked that personal computers, and especially those based on the newer 32-bit processors, are more powerful than man; minicomputers. In some senses, thet of calculating speed and memory management speed this is certainly true. But in another sense, that of multiple use, this is not so at all. The typical personal computer is not designed to be shared. Only one person at a time can use it,** and it is not even designed to be used sequentially, since there is little or no security to protect unauthorized use or accidental destruction of the software or data stored in the computer. The kinds of software

[^6]available for personal computers reflect this type of individualistic use and in general encourage it.

The gap between single-user and multi-user systems is bridged by retworks. A network is a combination of hardware and software, which allows computers to be linked together, allowing for the easy transfer of data between them. Personal computers, minicomputers and mainframes can all be combined in networks in different combinations, allowing for the sharing of information between different parts of an organization using different computer systems. Networks thus provide a way out of the dichotomy between singleuser and multi-user systems. Each part of the network can, if necessary, be established as an independent system but with the capacity to exchange data with the other parts.

In practical terms, a form of networking tendency can be seen in the growing emphasis on the linkage of personal computers with mainframes and minicomputers. Work stations of considerable power are replacing the traditional durb terminals. The personal computer system OS/2 Extended Edition, which is being developed for the IBM PS/2 series of microcomputers based on Intel 80386, will contain specific provision for accessing mainframe data bases and downloading selections from them for analysis on the PS/2.

For mainframe and minicomputer operating systems, a significant trend has been the growth in importance of the UNIX operating system. UNIX is notable because it represents a standard that operates over mainframes and minicomputers from different manufacturers. It is also increasingly available for microcomputers as these expand in power and speed. Thus it offers a bridge between all three categories of computer and in principle allows software developed for one type to be usable on all.

What is UNIX? An operating system is difficult to describe in a few words, but it has one important characteristic, ita multiuser orientation to which particular attention was paid in its design. Another important feature is its "piping" facility, which conceptualizes data-processing, input and output in such a way that the user is not concerned with the physical characteristics of devices and can freely and easily change his or her use of them. UNIX is a large operating system because it contains many features that are optional extras on other systems. It thus spreads standards into areas such as security, data transfer and networks. The wide-ranging and comprehensive nature of UNIX thus adds to its attractions.

Its critics say, among other things, that it is a cumbersome system winch requires a good deal of main memery in the computer to use it, that fts synax is clumsy, that not enough good comercial applications software is available to be run under UNIX, that too many different versions of UNIX exist, and that the progress in spreading UNIX has been so slow that better operating systems are now available. None of these points are accepted by UNIX supporters, who point out that memory prices have fallen so much that the size of UNIX is no longer an argument againat it, that more user-friendiy interfaces to UNIX are available, and that
whereas in the past use of UNIX was concentrated in academic and the scientific commity, now much commercial software is available for business applications.

UNIX is not only a technical phenomenon, however, it is an illustration of the kinds of competitive tensions which characterize the world of hardware and software manufacturers. As such, its history is confused, and its future only slightly less so. At one stage it was regarded as a vehicle for challenge by AT\& ${ }^{\text {t }}$ its original developers) to the position of IBM [27]. It has alsc neen seen as a means by which many other (mostly European) computer manufacturers could mount a similar challenge, setting up a corporation (X/Open) to do so.* Another approach through traditional standards-setting seemed to bring consensus on a universal UNIX interface (POSIX),** and involved several competing companies. However, a growing comitwent on the part of IBM to its own form of UNIX, called AIX, añ. a developing relationship between ATGT and Sun Microsystems [31], may have been among the factors leading to the formation of another body, the Corporation for Open Systems, which united IBM with many other companies in a bid to promote open systems based on tie X/Open and Posix standards.***

The organization X/OPEN is worth mentioning in connection with UNIX because it shows a remarkable tendency on the part of several hardware manufacturers, particularly European, to combine in what is essentially a market-sharing strategy. The objective is to allow for the free movement of applications sof tware from one make of computer to another.**** by this means a large common market in software can be created. If successful it would greatly assist the survival of the smaller manufacturers of computers. At present these have to go to considerable efforts to ensure that there is a sufficient choice of software available for their computers. Given the increasing development costs of software and the competition

[^7]emerging from the microcomputing world, this is an ever more difficult task. For some manufacturers, a comitment to X/OPFN, and to the development of UNIX as a standard, may well have been the only course to follow.

It should be added that UNIX is not the only operating system available for different brands and types of computers. Another one, PICK, is an operating system with embedded applications, data base management in particular. Traditional distinctions between operating system comands and data base inquiry languages become blurred in such a context. PICR has done quite well in specific commercial fields, but its role in more general applications is as yet unclear.

What does all this mean for the potential software producer? There are two important lessons to be learned. The first is the increasing complexity of operating systems. UNIX exemplifies all this very well. In itself it is coaplex, with many facilities and many ways of doing things. But as well as this, there has been over the years an accretion of software which adds to or expands on the basic facilities of the systen. For instance, the IBM version, AIX, has added half a million lines of code to the original version of UNIX, according to an IBM advertisement in [33].

This trend in complexity is also seen in $0 S / 2$, the operating system to replace MS-DOS for personal computers using the Intel 80286 or 80386 microprocessor. MS-DOS was supplied on one diskette, while the Extended Edition of $05 / 2$ will need about 16 , but it will include considerable data base and other capabilities [34].

Clearly this could make things difficult for the new software house. To master fully the complexities of new operating systems may be beyond the capabilities of a small company. It may not be able to discover all the tricks and hidden short-cuts in the operating system which can be used to give the package a unique character. Again, one of the reasons operating systems are growing more complex is that, as noted, they are incorporating more and more functions previously regarded as extras to be provided as additional systems software or as applications software. Data bases and data-base access software is a particularly striking example of this. The opportunities for third-party sof tware firms are therefore reduced accordingly.

Apart from complexity, however, another clear trend is towards less diversity in operating systems. The move towards a reduced number of operating systems in the market is very clear. The UNIX trend is only part of this picture. In large-scale mainframes IBM has from 75 to 80 per cent of the total market, and has established the MVS and VM operating aystems et the de facto standard. In 1986, there were over 20,000 copies installed (which were estimated to generate recurring revenues of $\$ 1.5$ billion) \{35].

In minicomputers de facto standards are less clear, with many manufacturers having their own proprietary operating systems. Some forms of UNIX can also be found, offered an altemative to the manufacturers' own operating system. However, Im'a System 3X com-
puters have tzen predominant. InM was reported as giving the System-32 installed base as 220,000 world-wide in 1986. The number of application packages available vas given as 4,000 [36].

In microcomputers the dominance of PC/DOS and the similar MS/DOS as operaling sytens is overwhelming. The only significant alternative is offered by Apple Inc. The new operating system 0S/2. already referred to, will soon make an important impact, even though ite final form will probably take some time to appear.

The future horizon, therefore, offers some measure of stability for the new software developer. The trend towards fever operating systems means larger potential markets. The hardvare trends which may ultimately lead to the disappearance of the traditional minicomputer will further reinforce this.

## 3. Bish-leyel_languager

High-level languages are so called because they allow the user to commicate with the computer in a form closer to that used in normal commication. High-level languages are increasingly important in the software world because of the hardware advances referred to, and because of the increasingly competitive character of the software market. Each of these points will be dealt with in turn. Since hardware change has meant faster processors and memories, it means that it is more practicable to consider using a high-level language in developing a piece of software. Previously, to get sufficient speed in the final product it was often necessary to use machine code or assembly language. This is in spite of the fact that most programers prefer to work in high-level languages, and it is quicker to develop and test progranas in such languages. High-level languages also have special characteristica which ake it less likely that the programe will contain mictakes.

Increased competition in the software market has given a further impetus to this trend, because use of a high-level language can shorten the developaent time and can give access to a wider market. While a computer-maker probsbly offers a slighty different version of a high-level language, the conversion from one gystem to the other can be straightforward enough, provided the software developer adheres to some minimal definition of the language and avoids taking advantage of too many of the special features offered in the computer manufacturer's compiler.

In general, the high-level languages in use are very old. FORTRAN and CODOL have existed in different versions since the 1960s. They maintain a strong user base and iormal standardization procedures continue to add new featurcs and inprovements to them. The rise of the microcomputer saw a revival of BASIC, first developed also in the 1960s for educational purposes. Dusiness use of BASIC appears to have received an tmpetus from this. However, there has been a lack of standards and a divergent growth of versions of BASIC far more sophisticated than the original. The spread of new language is also significant, however. These include $C$. Ada, and Pascal.

C is the language in which the UNIX operating system was written. It is thus searcely new anymore, and yet in recent years has grown rapidly in popularity and has moved outside the UNIX commonity. Its virtues are several. It can attain in many cases the speed of an assembly language while having most of the features of a high-level language. It allows operations which are characteristic of assembly language and machine code, peraitting access by the programer to many aspects of the operating system and hardware devices. This aakes it suitable both for systens prograning and for process control and other real-time applications. The other advantages of $C$ include a number of sophisticated features such as pointers and data structures (as in Pascal) and list manipulation features (as in lisp). For all these reasons, the language appears to be being more and more widely used.*

Ada is a language developed for the United States Department of Defense, which is now coming into wide use, including outside the military field. The objectives of Ada vere to have a single language that could be used for all embedded applications. It would thus replace the use of assembly languages or specialized languages for all real-time applications such as veapons control. All contracts avarded by the Department would stipulate the use of Ada. Once the standard had been defined, software manufacturers began to prepare Ada compilers, the Department of Defense set up a comittee to "validate" compilers, that is, to confirm that they met the required definition of the language, and a large number of compilers for different computers have already been validated. Thus, in contrast to all other high-level languages, Ada's development has been carefully controlled and standardized. The use of Ada is another question: there are indications that because of the very wealth of facilities available to the programer in Ada, it is perhaps unsuitable or at least unnecessary for many programing tasks. This must mean that, at least in civilian applications, the scope for the use of Ada may be limited. However, interest in Ada and in related development has already extended far outside the United States. In the future, as skills diffuse through the commercial computing comanity, preferences may emerge for the use of Ada if the programmers' experience of what is undoubtedly a powerful applications language is a positive one. Accordingly, the conclusion must be that Ada will be an important influence in the comerrial field, but that this is still some years away [39].

Two other languages, Pascal and Modula-2, are both inventions of the Swiss scientist Nikolaus Wirth. Pascal has established a eignificant user base. It has advantages in many application areas, in both comercial and scientific fields, although its success has been greater in the former. An important feature of Pascal has been its adoption by many academics as a more suitable language to illustrate zood programing techniques. The theoretical trend towards what is called "structured" programing can be traced to the work of Dijkstra ([40], [41]), who has laid dow besic principles
*For a review of the $C$ language, see the articles in [37] or see (38).
of the discipline. Pascal's advantage lies in the provision of a large number of control structures wich allow for the application of these ideas in practice in a way that other popular languages cannot do. By meeting several of the criteria laid down for structured programing it found ready acceptance acong those who sought the reliability or verifiability of computer programes designed according to these principles. Pascal is therefore a case where acadenic theory did indeed provide a certain impetus for commercial popularity.

Mainframe acceptance of Pascal has been less. Most major computer manufacturers offer a Pascal compiler for their machines, but its use in comercial data processing appears to be liaited. The reasons for this are that when change is contemplated (such as the replacement of an old system aritten in COSOL) the designers are likely to be more attracted by the increasingly coman $C$ language or by the features of fourth-generation laguage, since it may already accommodate features (such as screen-handling and a database query language) that are not part of the definition of Pascal or of other high-level languages.

Hodula-2 is intended to replace Pascal and to remedy its observed defects. Its commercial prospects look mixed, partly because of the wide use now being made of Pascal in those markets which might have used it. However, its loager-terw influence on language definition and the next generation of computer languages may be considerable: the true modularity possible in it, and the power of the user to define comunications betweer different modules, are features which are likely to be seen as very desirable in any future definition of the correct functioning of a computer language.

## 4. Fourth-generation languages

Fourth-generation languages (4GLs) are proposed by their producers as a replacement for the traditional data processing languages (suck as COBOL, RPG, PL/1 etc.) which are regarded as third seneration. The second seneration would include assembler type languages which provide memonic and liaited macro facilities, one step removed from the first generation, the machine code used by the first computers.

Fourth-generation languages have to be distinguished from languages such as ada, which provide a number of new concepts for practical use by programers. Fourth-generation languages are intended to reduce programing: the statements and comands encapsulate many lines of COBOL or PL/I code. Operations that might take a large amount of space and time to specify in a thirdgeneration language can be conveyed in one or two lines, which are of ten in a form that is nearer to English.

What might be called a subset of fourth-generation languages is the programe or application gencrator. This is essentially a compiler whose output is a COBOL program. Give the set of comands which it is desired to implement, the program generator then produces appropriate COBOL statements. The advantage of this is that
the code is, in principle, portable to another COBOL enviroment. Another advantage is that the code produced can be examined and directly modified in a way that is not possible with a normal compiler vhose output is machine code.

A number of features may be part of the fourth-generation lenguage, including screen-handing, date entry, printing formats, data base manarement, access and updating- All these aspects, if they are included, will be distiactive. Standards, whether formal or defacto, do not exist at all in this area. Experience gained in one fourth-generation language may not be of much use in another. Here is a field, bowever, where competition is increasingly fierce between different groups. The computer manufacturers now often offer some form of foutb-generation language, but the large sof tware companies are also extensively involved.

The future for fourth-generation languages is promising. The driving force is the shortage of programers and the limited increases in their productivity, combined with increasing pressures, to computerize as many aspects of conmercial life as possible. Competition combined with the increasing complexity and changing character of commercial data to force companies to improve and expend their information systems. However, the typical effect of such pressures is a growing backlog in the data-processing department of a company. Fourth-generation languages appear to offer a fairly easy way out of this difficulty, since their main claim is that applications can be developed far more quickly thar, by traditional methods. The drawback is that they require a certain commitment of resources, certain amount of retraining of staff, and, most importantly, an abandoning in many cases of patterns of work which have been in use for perhaps 20 years or so. In addition, the very pressures on data-procescing managers will tend to 1 lmit their scope of action. Concerned with maintaining, modifying or patching up existing systems, they wili not have time properly to examine the alternative approach to problems offered by the fourthseneration language.

The other highly significant fcature of fourth-generation languages is their convergence with data base management gystems (DNA). The fourth-generation language may rffer a database management syatem of some kind as an integral part of the language or "environment", a somewhat vague term used to describe anything from a user interface to a suite of programmes marketed by the same producer with some commonalit: of command structure and syntax. Alternatively, the data base management system may offer sufficient facilities in terms of data input and output and report writing, as well as data atorage, so that its command structure is in effect a fourth-generation language.

A good lllustration of the convergence is the spread of the SQL language. This is used to access data from relational data beses. Developed by IBM, it has now become part of the X/Open standardization effort as vell as being defined in an ANSI standard. It is now available for many data-base management aystems on mainframes, minicomputers and personal computers also.

## 5. Data-base managenent systers

The growth of the data-base management systen, and, just as significantly, the broadening of its definition, may be seen as a process where sof tware has developed to meet the practical revealed needs of computer users. The third-generation language FORTRAN grew out of the need to express scientific relationships in faniliar, formula terns. COBOL was developed for the United States Department of Defense, but it grew again out of the need to express typical comercial calculations.

Third-generation languages deal with atomistic data. They do not have built-in eethods of handling lists, or collections of data of different kinds such as "nase, rank and serial number". Equally important, the storage as such is not defined. The languages are intended to proress data, that is, to read it into the computer, do something to it, and then write out the result, whether to a screen, to a disk drive or to a printer. Even on-line systens can be just atraightforvard extension of this particular concept.

The data-base management system provides a means of storing data in such a way that some, or in some cases all, of the relationships within the data are preserved and can be followed through in searching it. It also provides a way in which the data can be selected according to different criteria and sumarized. Typically, this sumarization procedure will be in the form of printed tables of results. In this case the stage is called "report generation". The data-base management system may also provide a wide number of other facilities. These facilities can include a number of ways of dealing with the input of data, including its specification with respect to form and content in such a way that only data of the correct type can be entered, and only in certain circumstances and by persons authorized to add or amend data in the data base. The facilities can also include a good deal of "housekeeping" functions invisible to the user or the constructor of the data base, but nevertheless important in ensuring that the storage media (for example, hard disks) are used in the most efficient and economical way.

Data-base management systems can be classified in many ways, and they range from systems essentially analogous to card-files of the conventional kind to other systeas of an elegance and complexity sufficient to exceed many ordinary commercial needs. A common classification scheme is to divide data-base management systems into three categories, hierarchical, network and relational. It is the last category which is the focus of most new development and competition.

Relational data bases are so called because they store the data in such a way that connections can always be traced and revealed as required. The origins of relational data-base management systems can be traced directly to the famoue article by Codd, who set out
criteria for the establishment of the relational principle and pointed out that no existing system met these requirements.*

The basic idea of a relational data base is that it treats all relationships as conposed of pairwise relationships. This allows all data to be stored in the form of two-dimensional matrices (that is, tables). Depending on the data, it can therefore appear in more than one table. At first sight this duplication (or indeed muitiplication) of storage requirements appears very wasteful. However, the design of the data-base management system itself can minimize any duplication, and in any case vith the rapidly falling costs of hardware this criticism will tend to be less important.**

In spite of the difficulties associated with transferring existing systems, relational data-base management systems are now making a considerable impact. The main reason for chis is not so much the perceived virtues of relational technology but the pressure for the systems in general. The informatior vithin an organization is increasingly seen as its most ipportant asset, and easy and flexibic access to it is required. The role of data-processing departments is tending more towards the construction and asintenance of a data base and the control and facilitation of access to it. Thus, data-processing becomes a continuous task rather than the series of discrete "jobs" into which it used to be decomposed.

## 6. Computer-aided design

Discussion of CAD is often bracketed with that of CAM, although in practice it is usually $C A D$ that is being talked about when CAD/CAM is under review. This is because of the role of the computer in automating the process of design, a fairly clearly delimited sphere. Roughly speaking CAD/CAM means in practice the automation of the design process in manufacturing. When CAD is combined with a wide range of diverse informatics techniques such as robotics, remote sensing, process control, numerically controlled machinery, automated stock-handling, ordering and inventory management, then, provided all these processes are linked in a common comunication and control systen, the whole approach is known as computer-integrated manufacturing.***

How can design be automated? Strictly speaking it is not the creativity at the heart of the design process that is automated but rather a number of mechanical tasks which the designer has to carry out in order to realize his or her objective: a set of dravinge and

[^8]instructions for tooling up for the construction of the required object. The desismer draws on the screen of a computer terninal. When the result is satisfactory it can serve as the direct input to production (for example, by controlling the movements of a machine that cuts or shapes some material according to the design that has been achieved). More simply, the design can be produced as a draving to be used by the production designer.

Draving on the screen is accomplished by allowing graphical input from the designer and using a number cf software and hardware tools. The graphical input can take several forms: a digitized iange of hant-drawn sketch can be used, or joystick, or a digitizing tablet, mouse, or cursor keys. These treat each point in the draving as a series of co-ordinates to be aftervards manipulated, the rough initial sketch being refined on the screen to a finished design. Facilities for doing this vary with the sophistication of the hardware and software, but include for instance, the automatic joining of points (line-drawing), enlargenent along a specified axis, rotation about a specified axis etc. The gneration of three-dimensional objects (viewed, of course, in two dimensions on the screen) is also included (with a selection of basic shapes provided as building-blocks for the image). This allows an object to be examined from any desired point of viev, and can be a means, for instance, of estimating the actual appearance of an experimental design, and thus replacing the construction of solid models as may have been comen practice in many industries. A cup, a table, a box may, as a computerized image, be modified and re-examined and appraised in a way that allows the designer rapidiy to assess the acceptability in production or consumer terns of a proposed design. Another example from architecture is a package which allows the user to design a building and "walk" through it: given the structure of the proposed building the computer can calculate how it would look not just from outside but from any position within any room of the building also.

It is not perhaps aurprising that some of the most sophisticated applications of CAD, in fact true CAD/CAM applications, are found in the electronics field. The design of electronic circuits on acreen, with such features as automatic minimization of interconnections, is now standard. The output can range in sophistication from a printed design, to data in atandard format, to specific control sequences for the machines which manufacture the chip [44]. Even in such a highly specialized field however, there has been a trend towards standardization: agrowing comitame to, for instance, the international graphics exchange standard (IGES), the manufacturing automation protocol (MAP) and OSI standards, together with such de_facto standards as the Gerber data format and the Sun work station as a "platform". The growth of technical work stations has meant the increased availability of large sophisticated processing power in individual units. It thus expands the potential market, in unit terms, to a censiderable degree. This has provided an important stimulus for the creation of software companies in the deaign field (45).

## 7. Inpact of actificial inteligence techniques

## (a) Queryien

The development of AI techniques is already having important effects on the worid software industry. While debate continues at a theoretical level as to what is Al and as to whether there are limits to its future development, it has as its main concern making computers replace some primary human function such as sight, speech or analytical thought. An alternative definition is the following:
"AI is concerned with programing computers to perform tasks that are presently (sic) done better by humans, because they involve such higher mental processes as perceptual leeming, memory organization and judgemental reasoning." [46]

AI techniques are influencing the following areas in particular: speech input and output; pattern recognition, and expert systems. Why is AI becoming increasingly inportant? The first reacon is that the enhanced capability of computers makes poscible the application of many AI tectmiques which rely on a good deal of processing, typically in the form of searching for a matching pattern between input and some stored data base. In this sense the software development is driven by developments in hardware. There is also a growing demand for applications in speech and character recognition, where the object is to automate the process of data entry. This trend is encouraged by the growing availability of enormous mass storage in the form of optical disks.

However, a definite if difficult to measure factor influencing the growth of the AI marict is the push from software producers. Many of these are castirs cound for new product ideas. The personal computer market is saturated with spreadsheets, vord-processing packages and integrated packages of various kinds. The mainframe market still has many possibilities for incressed sales in the areas of data-bsse management systems and fourth-generation languages in particular, but this market is weighted heavily in favour of the computer manufacturers and of larger companies that can field a sales force and provide service and support to a fairly conservative market. Thus, the search for new product ideas enters the area of AI. This is not, of course, the only area in which activity in the development of new softwart products is taking place. However, it appears to many as the area which offers particular scope for innovatior and promises great rewards for success.

Other factors influencing the growth of AI include advancea made on the theoretical side by researchers, especially in universities, who find the subject and the problemg interesing. Specialized demands, such as those by international organizations for automated translation and interpretation, or the need to deal in data-procesing terms with a representationally complex language
such as Chinese, aiso combine to give a further impetus go research in this subject.*

Robotics and the automation of the manufacturing process a:e another cause of the growing interest in AI applications. The constant search for an improved competitive position and, especially in developed countries, the need to minimize total labour inputs to the production process have caused accelerating interest and applications in this field. Other factors at work in the spread of automation of the production process include the need to minimize use of materials through more efficient cutting, measuring etc., to speed up delivery times, to meet a wide variety of demands for differentiated products, and to meet rapid changing demands or changes in the relative costs of inputs.

Robotics and automation are not per se a branch of AI, but they increasingly use AI techniques, especially in such areas as sensing. This means that machines are made to recognize objects or characteistics of objects, either through direct contact or by vision, where a digitized television image of the object is captured and tested as to whether it matched a pattern already known to the machine, and action is then taken accordingly.**

Automation also includes the speeding-up of still manual tasks of control by means of speech input and output. For instance, instead of having gauges and indicators, a machine could "speak" the temperature, pressure or whatever. In difficult industrial conditions this may greatly improve the carrying-out of specialized tasks, since the operator is not distracted from them by having to monitor a dial, a graph or a digital read-out. Similarly, speech input can allow control of a machine or a process without the operator having physically to touch a button or a switch. Even simple processes such as stock-taking can benefit from speech input, since the stock-taker can simply call out the numbers and types of the items being counted, rather than entering them at 3 keyboard, using bar-code readers or any other direct handling of the objects or equipment.

## (b) Expert systems

Expert systems are the branch of AI applications in most widespread use. They are systems which attempt to embody human knowledge and expertize in an accessible form, typically leading the user through a series of questions to resolve a problem ([46], [50] and (51]). Expert systems are now a commercial reality. All the main computer manufacturers offer products in this field. The pioneering academic centres of expert system work, such as
*Automated translation has been a particular focua of interest at the Commisaion of the European Commities, with the Eurotra project (see [47]). For a survey, see [48].
**For a detailed account of pattern recognition techniques and applications, see [49].

Carnegie-Mellon, Stanford, Edinburgh and Marseilles, continue to lead the university world in the subject, but the bulk of activity (often hidden) is in the commercial field.

In hardware, it has been noted that many purchasers are turning away from dedicated AI work stations, and instead increasingly taking the mush cheaper option of buying a software package to run on an existing personal computer such as an IBM PC or equivalent [52].

In software the proliferation of expert system shells continues. A shell is the software needed to construct an expert system, and written in a generalized form so that it can in rinciple be used for any subject area. Shells are offered for sale at prices from several hundred dollars upwards, and new ones almost invariably for microcomputers rather than for minicomputers or mainframes. However, they vary very much in quality, sophistication and ease of use. Users also continue to develop their own expert system software. For this purpose the PROLOG programing language has made considerable progress. However, the United States dominance in the comercial expert systems field means that the LISP language still is the major one, since a heavy investment in this language has been made by software developers and computer and work-station manufacturers.*

The use of expert system shells will continue to increase, but it is likely that a plateau will soon be reached. This is because some disappointments can be expected: the naive business user who purchases an expert system shell to be used on a personal computer will gradually realize that he has bought merely a tool, and that the task of constructing a useful expert system is a fairly long and demanding task that still lies ahead of him.** New shell products can in the immediate future offer improvements only in fields where progress has from some points of view been already sufficient to be continued, for example, in faster inferencing, in more detailed explanation of the processes by which decisions were arrived at, and in the incorporation of more user-friendly techniques. Progress can also be expected in the area of constructing the knowledge base, allowing more flexil)ility in the specification of rules, for instance. But the real problems of expert system construcrion remain. strictly speaking, outside the realm of software. The decisions as to how to limit the problem area, how to ask the right questions of the human expert and how to decide what are the important parts of his answers are difficulties which the present levels of software development zannot easily deal with, and from some pointe of view have little if anything to offer.

[^9]A strategic choice for development would therefore be better in the areas of construction of the knowledge base rather than in the design and implementation of another expert system shell. The construction of knowledge engineering tools to detect inconsistencies at construction time, to suggest gaps in the information supplied, to maintain check-lists of points to be covered, and to detect and suggest promising lines of enquiry in the interrogation of the human expert, are some of the types cf software that could be developed. To enter such a field of work for a software manufacturer may be a promising route for some developing countries. Since experience is still limited in both developed and developing countries, it may not be as difficult to compete internationally as j. some other fields. The capital equipment costs are not high, even though there will probably be a foreign exchange component.

## E. General production strategy

## 1. Stages of software production

Traditionally, software production has been described mainly in terms of the design and implementation of computer systems for use within an organization or a complex piece of equipment. Much attention has been given to stages of such an activity. A typical classification is the following "software life cycle" ([57], $p .3$ ):
(a) Requirements analysis and definition;
(b) System and software design;
(c) Implementation and unit testing;
(d) System testing;
(e) Operation and maintenance.

From this and similar points of view, the production of software is something which extends well beyond the actual design and writing of a programe. It calls for a number of diverse skills including human communication, personnel management, resources planning etc., as well as the traditional skills of the syatems analyst or programer. Taken together in an integrated way, the considered application of these selected skills has become the discipline called "software engineering". The rise of the discipline is a response to the growing complexity of the task. As a consequence of this development, considerable examination has taken place of the various stages of the development of a system, with rules and methodologies which can be applied to the practicalities of software production. The allied question of the costs of software development has also been explored, especially in view of the kinds of compiex systems under development, of ten involving large teams of staff and sometimes at different locations.

[^10]However, from the point of view of the software entrepreneur, the process has not been as well analysed. The conventional analysis assumes that the idea already exists of what the software is to do. It assumes also that, on completion, the system will be used, perhaps after mification in the light of the incended user's experience of the first version. But the software entrepreneur faces two other stages: one is the initial one of deciding what to produce, and the other is the later stage of trying to sell it when completed. The task is essentially a speculative one. The intermediate stages, of design and implementation, have some similarity of characteristics, whether the software is for internal use, is being prepared to order, or is to be marketed as a package.

## 2. Product ideas

Ideas for new products come from an understanding of existing software and perhaps also an understanding of another specialized area. The potential software producer can be someone of a technical or professional background whose idea for software derives from an understanding of the way in which a computer can help in the work. Equally, if the potential producer has access perhaps through pieparing custom software or providing computer services to some specialized company or institution, this may also provide ideas for new products.

A rough classification of ideas for new products is as follows: invention; replacement; synthesis; link-type software; captive software; local software; embedded software; and custom software.

The first type, invention, refers to the genuinely nev idea for software, something that has not been tried before. While in the early days of computing much new software could have been put in this class, it is no longer easy to come up with ideas which are genuinely original and at the same time practicable. A good example is the spreadsheet programe. The first of these, Visicalc, was certainly an invention. The hardware conditions for its invention were present in that it is a highly interactive concept: only the availability of personal computers allowed it to be successful.*

The second type, replacement, includes the presentation of existing ideas in a new form. The faprovement can relate to a number of different areas, such as the speed of calculation. This is particularly important in data base software, where a "select" or "soft" can, if complex, consume considerable resources. Speed is also important for compilers and for CAD software,* Ease of use
*The initial success of Apple as a manufacturer has in fact been attributed to the success of Visicalc. See [59].
**For example, in an advertisement for the Oracle data-base management system, the epeed of selection, projection, and calculation is compared against that of selection in informix, another data-base management system [60]. In an advertisement for Turbo Basic 1.1 , both the speed of compilation and the speed of execution of the object programe are compared to those of QuickBasic (Microsoft) [61].
is another field where improvements can readily be made to an existing idea. This is encouraged by developments on the hardvare side referred to earlier, where the user interface is enhanced by high-recolution screens which can show features such es menus, icons and windows, together with mouse pointers and speech input and out-put. An othervise conventional package can distinguish itself and gain a coapetitive advantage by making full use of available features of the hardvare and software. Ease of use is a wider concept. It can include the provision of extra functions within a new package to carry out operations which experience has shown are necessary but tedious to perform with the existing package. Improvement can also be in the area of removing restrictions on the size of the problem to be handled by the software, these restrictions existing because of limited imagination on the part of the original developer or hardware restrictions which have been made irrelevant by new aevelopents.

The third type, synthesis, refers to the creation of anew class of software products by the merging of the functions of separate classes. The best example is the integrated package which can include most of the popular office software functions, such as word-processing, spreadsheet, data base, graphics and comunications. As noted earlier, integration of this kind is a continuing trend, brought about very often by the increased availability of computer memory. Very of ten, the process of synthesis exploits the innovative character of earlier products. What was a new idea, and was sold separately, becomes a feature of the later package. There is, however, a sense in which the combination of existing ideas also represents a new idea. For this reason the search for new product idess has to include consideration of existing ones, with special attention being paid to the possible merging of ideas from less obviously linked areas.

Link-type products represent a promising field for software development, but it is one which changes very quickly. By a linktype product is meant one which overcomes improved communication between systems of hardware and software. The definition thus includes software to carry out such tasks as converting a file f:om one format to another, or translating some code from one language to another. It could also include sof tware to allow, for instance, a computer to use a printer which had not been designed for this type of computer. At first sight, the possibilities for this sort of product might be thought to be 1 imited in the longer term by the trend towerds standardization, but this is not so. First, universal standards are still years away; secondly, even the best standard is made obsolete by techno- logical change; and thirdly, the very push cowards standards creates a need for software products which allow non-standard hardware and sof tware tu commicate.

Captive software is the name used to describe software products such as "add-ons", which are sof tware providing extra features or enhancements to successful products. It can include also other products which are intended to improve the performance of successful products, or, indeed, are intended to monitor the performance of complex software in a way which will allow improvements in its
use.* All these share a coman characteristic, that they depend on the success of another software product. Their potential market size is deternined by the number of copies sold of the other product. Hore importantly, it is very vulnerable. For instance, the producers of the original product may decide to bring out a new version which incorporates most of the features of the add-on products. Again, a nev version may ie incompatible with the existing version of the add-on. This may not be intentional on the part of the producers of the main software, but it can nevertheless create considerable difficulties for those whose products are supposed to work with it. For this reason such sof tware products can be called captive: they are wholly dependent on the success of another. In that sense they are analogous to sof tware products which are almost alvays either hardvareor operating-system-dependent, or both, but the difference lies in their limited Eunctionality. What they do for the user can be quite restricted, and the need for the function as well as the product can be eliminated at any time by developments outside their control.

Local software means the meeting of a particular national practice by appropriate adaptation of existing software or software ideas. This can smount merely to changes in the language of the comand structure or user interface of a package. If, however, the language is very different, there will have to be more elaborate changes. Local business or governmental procedures in the form of accounting, taxation etc. represent the most common origins of local software. Although local software is usually produced in the country concerned, or else carried out for instance at the European headquarters of a software package producer of a developed country, it does not have to be so. A developing country software company that produces a standard accounting package to meet the special needs of the country has also mastered many of the skilis needed to do the same for another developing country.

Embedded software is that contained in a machine vehicle, or piece of equipment. As such it is usually developed by or on behalf of the manufacturer, and is similar to the final category, custom coftware, in that the aspiring software entrepreneur has to produce this product to order and is essentially a subcontractor. While the product itself is not marketed by the software producer, there is nevertheless, especially for the new producer, a good deal of marketing involved, since it is necessary to convince the client that the software company has the skills and experience to carry out the task correctly and on time. The difference between cmbedded software and custom software is partly in the markets: manufacturer: of capital goods and consumer durables are the typical
*For instance, the very successful data base software for personal computers, dBase II1, has engendered many other producta [62]. The operating system itself, MS-DOS, has done the same, for instance with "shella" to improve the user interface (see [63], as reported in [64]). in the mainframe side, a large number of performance monitors are avallable: one source gives 43 for IBM systems (65).
users of embedded systems, while custo software could be vritten for myone. Embedded software is used by microprocessors or microcontrollers built into the equipment. It is usually very timedependent and written in assembler or in a special control lamgage (increasingly. Ads is being used). Embedded systems construction my also in many cases require a much more detailed knowledge of hardware considerations.

## 3. Choice of enrket

Clearly, the possible market vill be partiy determined by the idea for the product. The idea may be in practice specific to a particular application sector, a particular country or a particular type of computer or operating system. To have as large potential merket as possible is desiratle, but in the case of software production it is particularly so because of the low marginal costs involved in expanded production.

In terms of large potential markets, consideration must be given not only to the installed base (the nuber of relevant conputers in use) but the type (rainframe, dinicomputer or personal computer). The price at which the product can be sold varies accordingly, inversely with the number installed: thus personel computer software, unless highly specialised, can hardiy be sold for more than bout \$600. Minicompurer and mainframe software is considerably more expensive, and in fact is often rented, thus giving the producer a certain control over future revenues. ${ }^{\text {t }}$. The question of pricing in general is also affected by techological change: the shortening of product life cycles in the software field means that pay-back periods have also to be shorter if they are to exist at all.

A full understanding of the selected market is necessary, in particular the motivations of the potential software purchasera, which vary widely depending on the context in which their computing vork is carried out. For instance, the Im mainframe installations constitute a large and stable market (with respect to minicomputers, a ifilar fudgement can be made). However, the minframe installations also constitute a market which has the following characteristics:
(a) It is concerned as much or even more with quality and service as with price:
(b) It has already been targeted by many others:
(c) It is in fact fragmented, since so many software products have become "standsrds" within this typical environment. It is not mough to be compatible with MVS. There is other system software

[^11](in teleprocessing, for instance) wich has to be taken into account. Sophisticated heavily marketed products such as data-base mangement systems have specialized formats and imply certain ways of working. Cen the new product fit in with these?
(d) It if an evolutionary market, not very much open to significant departures from established rays of doing things. This is principally because of the need to keep established computer systems operating. These have often entailed considerable investment costs and they provide information flows which cannot be interrupted. For this reason, any new product has either to complement existing systema or else provide a feasible vay to replace the existing systen in an orderly maner. As noted earlier, the computer manufacturers have to provide a stable and secure environment for the purchaser. The user has to feel that the equipment bought is not likely to become obsolete quickly. In fact, it usually does become obsolete quickly, in the sense that something both better and cheaper will appear on the market soon after the purchase has been made. But it can be said that the purchasers grudgingly accept this, if their individual expectatioas are met, if the available equipment is within their judget, if it will do the job it is intended for, and, most inportantly if it can either be physically upgraded (which is better) or else will use the kinds of software that can also be used on the next generation of the computer in question.

This last requirement means that the computer manufacturer has to provide an "upgrade path". This can take several forms, but the simplest is a set of programes that convert software written for the old computer to sof tware that wili run on the new. Such a conversion is not always necessary since the hardware may have been designed to be "upward compatible". However, on other occasions it may be necessary to abandon such compatibility in order to exploit fully the possibilities of the new hardware design or components. It is in these cases that the provision of an upgrade path is needed. Such a path can also include the provision of hardvare modifications, and the prevalence and cheapness of integrated circuits in many items of equipment makes this a relatively simple task, since the replacement of one integrated circuit by another is a relatively simple metter. Bowever the provision of sof tware that converts old systems to allow them to operate in the new environment is one of the most usual ways in which an upgrade path is made available.

There are cases, however, in which an uperade path is not provided by the manufacturer. This can result from the purely practical calculation that the returns will not justify the development effort, but it can also be that the benefite of the new technology are sufficiently obvious and significant for the user to simply abandon his old aystems, running them in parallel with the new ones only until the latter have proved their reliabllity.

In other cases there may be a "generic" shift in the technology. An example is the movement from 8-bit to 16 -bit microprocessors, where the earlier generation (8080, 280 and 6800) was not compatible with the later (8086, 28000, 68000) in terms of tne
instructions understood. Individual manufacturers may have provided upgrade paths for their own series of microprocessors, but many microcomputer manfacturers took the opportunity of a tectmological shift to change their sources of microprocessors. Thirdparty softvare companies, as well as chip manufacturers, offered products, cross-assemblers, which allowed the instructions of one aicroprocessor to be translated into those of another. Thus, technological change created a gap wich was filled by third parties. Many other gaps necessarily arise, as long as the technology continues to develop, and such gaps always represent opportunities for chird-party manufacturers to provide a product which can fill the sap and allow two previously incompatible pieces of equipment to commicate with one another.

In considering markets, therefore, it is important to reiterate that technological change creates markets in two distinct vays. Firstly, through direct progress and the provision of new hardware it encourages new ways of doing things and, accordingly, new softvare requirements for sof tware products which exploit the possibilities of the new hardware. But there is a second type of market, one created by the inconsistencies and discontinuities of tectmological change. Progress continues in many directions, and led by many different compenies in several countries. To reap the benefits of more than one advance simultaneously may mean, for a new product developer, a difficult problem of integration: how to fit together a sensor, a processor and a memory management unit in such a way that it will be of interest to users of another product that happens to be highly popular but with which no suitable interface exists. Integration, harmonization, commaication a.e all goals of the movement towards hardware and software standards. But in the absence of uniform acceptance of standards, and in the face of the continued assault on standards represented by accelerating technological change, the need persists for products to fill the gaps between the advances on different fronts. The link-type product idea is oniy one manifestation of technological change, which increasingly determines the whole market environment.*

It was pointed out above that eimply to follow what appeared to be the largest or "standard" configuration of equipment may not necessarily be the best approach. On the other hand to follow a more specialized market carries its own risks. One of these is that

[^12]the market may be about to be eroded, or may be wiped out by the emergence of some new technology or a rival product. Here the development time is crucial in a vay that is not necescarily true for products directed towards a more stable or conventional market. In the latter case, a product may still find buyers whether it appears in 12 or in 18 months. In a more specialized market, it may contract rapidly as the technology changes and the total number of potential purchasers can diminish rapidly. This is still the case even if the number of computers of a particular kind in use remains the same. Although none are immediately abandoned on the announcement of the availatility of some superior product, decisions are nevertheless taken on future purchase. Once such decisions are made, it is then only for very compelling reasons that any software product would be bought for the existing computer. Even though it may remain in use for another year or even more, the software market is disappearing rapidly.

Deing too near the frontier of hardware developments is equally risky, since the new development may fail to altract a wide market and the work that goes into building software for it, together with the consequent investment, mas be lost. Hovever, many promising aiches exist at this frontier. New developments in the mainstream of hardware are also important and here the established manufacturer of software is of ten at an advantage over new entrants. This occurs particularly in the case of, for instance, microcomputers, whose manufacturers are anxious to launch the machine on the market with as wide a sof tware base, or selection, as possible. This means that they will make available to software companies a prototype version of the new computer, or at least disclose to them the details of the hardware and opzrating system so as to allow the software manufacturer both to have a product ready for market launch simultaneously with the launch of the computer itself, and also to enhance the attractiveness of the computer to potential purchasers through the provision of sof tware that exploits any special feature of the nev hardware design. The companies selected for this favoured treatment are typically those that have produced successful packages in the past, since too vide distribution would discourage some of the software manufacturers, who would feel that their competitive advantage was being lost, and might also result in disclosure of any still secret aspects of the hardware design.

Such a practice makes it more difficult for new entrants to compete. It favours existing successful software companies. But the practice was not developed for the sake of these companies, but rather by the hardwre manufacturers to ensure success for their product.s. Therefore, they remain to some extent open to broadening their range of favoured software companies, provided they are satisfied that the company entrusted with details of their forthcoming product is capable of producing something worthwhle in the way of sof tware for it. If can therefore become very important to cultivate selected hardvare manufacturers, to demonstrate the software capabilities of the new company and to convince the hardware developers that the connection fa worth developing. Such a task may not be an easy one: it can require in some cases a physical presence in the same country as the hardware manufacturer or at least very frequent visits to it, and for a sasll company in a developing
country this may be an overamitious undertaking, given the foreign exchange costs of establishing a presence in North Anerica or Hestern Europe.

However, some such contacts are essential for any software production strategy targeted towards the leading edge of technology. To be faniliar enough with present and future developments to be able to identify an emerging software product opportunity is not easy when the research and development activity is far away and sometimes hidden for commercial reasoos. But there are many relatively inexpensive methods of monitoring technological progress in this field. Journals in electronics and computing are often inexpeasive because of the high quantities of advertising that they carcy. Professional societies are usually very keen to expand their international links and often have proliferation of specialized interest groups which act as a clearing-house for information (and often standards) on particular hardiare or software topics. Again, hardvare manufacturers often provide a great deal of printed material on their own products or on technologies which they use. This material is often free or else costs very little. Attendence at large trade fairs, such as CeBIT or Condex, is a relatively easy way of becoming familiar with complex and rapidly changing market.*

Co-operative arrangenents for exchange of scientific and technological information are found both within the United Nations system and as part of other intergovernmental arrangements. UniDO has actively prowoted information exchange both through the TechnoIogy Information Exchange System and more specifically in the field of informatics technologies through schemes such as the REMLAC regional micro-electronics network for Latin Anerica. The fledgling software company can do worse than investigate official channels in its own country, to discover what information systems are accessible as a consequence of international agreements.

The question of sof tware protection should also be mentioned. The subject is a complex one since it includes technical as well as legal considerations. The investment made by the producer has to be protected through some system or systens which will prevent unauthorized copying of the software. This can lead to a loss of potential revenues, and means to guard againgt it range from fhysical protection of the software diskette to the application of patent and copyright law.**

[^13]
## 4. Investment costs

The investment costs associated with sof tware production include the provision of hardvare and software equipment. Clearly there will be a need for computer hardvare, the same as or better than that for which the sof tware will be written, although development hardvare which can simulate the largest bardvare may also be a possibility in a few cases. Inefficient hardvare or limited access to it does not make it impossible to produce marketable sof tware but it adds to the development time. This might not appear to be so much of a problem if local personnel costs are low, but if the product under development is in any vay sensitive to technological change, then developmen, time can be decisive in determining the success of the product. Too long a wait may make it obsolete, or the problem it is to solve has been taken care of by someone else.

Investment in software is at least as important for this reason, and for others. The choice of the correct tools will not only reduce the development line but will also make the final product more attractive and reliable. Softvare products are available which are designed to assist in all stages of the production of software, including design, production, documentation and maintenance. The products include the following:* design tools, which siiow the conceptual structure of the software system to be analyzed; optinizing compilers, which produce efficient object codes by analyzing the source code for redundancies; fourth-generation languages and application generators, which may also have a number of other tools as features; screen generktors; many forms of debuggeis, which check the source code for errors; execution flow summarizers; file coaparators; and translators.

Many of the features found in such software tools are also to be found in the new generation of software tools known as computeraided software engineering (CASE). These include what are called programers work-benches or analyst work-benches. The more comprehensive type is called an integrated projects support environment (IPSE), capable of controlling large software projects and ensuring consistency in the work of the different people involved and generating comprehensive documentation for the product.

These products vary in capabilities and in price. Their potential contribution to the success of the final product can, however, be very great, and productivity improvements of from 20 to 30 per cent have been cited of IPSEs [71]. The cost of such tools may therefore be centrally significant feature of any detailed feasibility study for a software product, and the savings in labour inputs and project time, as noted, must be taken into account. This is so although estimating the work involved is difficuit. Most cost estimate methods for software production require the number of lines
©See [8] and [57]. See also [69], as reported in \{70], for nome examples of COBOL tools for an IBM environment.
of code as a starting-point.* It can also be important to follow design procedures which allow generalized parts of the sof tware to be used again in subsequent products ("re-usable code").

The second main advantage of such tools, that they greatly reduce the potential for errors in the final product, will have an impact on the cost structure at later stage. A faulty product will not only give the new producers an unfavourable reputation, ** it may also lead in some cases to liability for consequential damages. As a result, chere has been a growth in independent companies which for a fee will test a software product for errors before it is marketed. Their custoners include very large and successful sof tware producers [75].

Wee [72], as reported in [73], and also [58].
*中 $1 t$ has been suggested, however, that the maxis "any publicity is good publicity" applies here, but this seems to be more in connection with large companies who can supply updates at relatively little cost to registered users and thus get a good reputation for quality control. See [74].
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# buSiness failure in greer manufaturing tndustry: SOME EVIDENCE FOR POLICY 

George H. Katsos and Joseph N. Lekakis*

## Introduction

The important issue of business failure arouses the concern of investors, bankers, managers and policy-makers. In literature on the subject an attempt has been made to determine the degree of influence exerted by both intra-firm and aggregate external factors on failure rates. Intra-firm factors are associated with the type and quality of management, which is responsible for business strategy and progress, while external factors include macro-economic conditions and policies adopted outside the business community.

In a study of intra-firm factors, J. Argenti ([1], p. 123) reports that bad management is almost universally recognized as the prime cause of business failure, and identifies the following six main structural defects of management: one-man rule; nonparticipation by the board; existence of an unbalanced top team; lack of management depth; poorly organized finances; and the practice of combining the roles of chairman of the board and chief executive officer.

With regard to external influences, the same author ([1], pp. 128-130) suggests that price controls, strict environmental regulations, and other technological, political, economic and social factors are significant determinants of failure. In a more recent systematic study of external influences, C. Cumming and K. Saini [2] built a single equation model based on the underlying assumption that the factors determining failure at the firm level can also be used to explain the phenomenon in the aggregate. In their model, they regress the number of bankruptcies in Japan and the United Kingdom of Great Britain and Northern Ireland against the price level and aggregate demand, costs and interest payments. The major conclusion dram from their work is that bankruptcy growth rates are explained to a large degree by debt service costs and individual components of aggregate demand. Altman ([3], pp. 83-98) chose a different set of independent variables to produce findings indicating that marginal firms in the United States tend to fail much faster when there is a decline in economic growth, stock market performance, money sufply growth, and business formation. He also notes that the literature on the issue of aggregate external factor influence on business failure is limited ([3], p. 84). Finally, in a study of the effects of federal credit policies and aggregate business failure in the United States, Archibald and Baker [4] conclude that the non-market allocation of

[^14]credit to firms that have a lesser probubility of survival contribute to higher failures. In addition, federal loan guarantee programes merely postpone failures which then eventually grow into larger failures.

Macro-economic policy choices acting as aggregate external factors may have profound effects on business performance, especially in coumtries where government intervention is frequent and decisive. The role of trade, taxation and financial and other policies has often been emphasized in the literature, with the main focus on paths to development [5] because national efforts since the Second World War have been concentrated on the creation and expansion of industries.

The experience of failing manufacturing firms in Greece is considered in this paper within a dual microand macro-economic framework, thereby contributing to the existing scarce literature on the subject, and useful polic: conclusions are dram. The few sectoral studies of the Greek economy have touched upon some of the causes of failure in the manufacturing industry. Inadequate management, characterized by a lack of innovation and a failure to deal efficiently with the task environment, has been suggested in a study by Tsoris [6]. Giannitsis and Vaitsos [7] have also pointed out the lack of technological innovation, but without detailed consideration of the causes. In another work the thesis of a lack of technological innovation is rejected ([8], p. 39). In a few studies it has been observed that many failing firms have had a high debt-to-equity ratio [9]. The basis for that observation, which reflected the way in which manufacturing industry was originally created through abundant credit, business choices and government policies, will become clear in this paper. A few other studies have revealed that, in order to finance new investment projects, firms have had to borrow in the short term ([10], [11] and [6]). None of the studies, however, systematically addresses the problem of failure in the context of policy-making, on the basis of information received directly from firms.

The approach followed in this paper is guided by the belief that micro-level data are of invaluable significance for the analysis of business failure, and that evidence associated with both intra-firm and external causes of failure can be incorporated into the decision-making process. Data have been drawn from various sources, including the National Statistical Service of Greece, the Bank of Greece, ICAP (a private consulting company), the Union of Greek Industrialists and personal interviews with manufacturing business officials. Before business failure is considered from an analytical perspective, data on manufacturing growth from the end of the Second World War up to 1974 are presented in section A. The year 1974 is chosen as a dividing line for the following three reasons: it was the year in which the pressures produced by the first oil crisis began to spread their effects through the domestic economy; it saw the departure of the military government; and it gave rise to new challenges for economic policy in Greece. The experience of failure in Greek manufacturing industry is summarised in section B. A discriminant analysis model is developer in section $C$ using variables assembled from company financial
statements, in order to trace the relative importance of the factors determining business failure. The results of a set of tests for effective management in solvent and insolvent firms are presented in section $D$. The relative impor- tance of aggregate external factors as causes of failure in the Greek manfacturing sector are explored in section $E$, with emphasis on cost, price and deaand conditions. Finally, in section $F$, the Greek experience is sumarized and policj conclusions are drawn.

## A. Grouth of the manufacturing sector in Greece

The manufacturing sector in Greece started to grow at a brisk pace inmediately after the Second World War as a result of the general reconstruction effort in transports, agriculture and energy. Planning for manufacturing growth effectively began in 1953, with emphasis on energy. During the same period, growth was mainly centred on certain development projects in the fertilizer, aluminium, magnesium, nickel, soda, sugar, steel, oil refining and ship repairing industries [12]. Invisible receipts and the inflow of private foreign capital, supplemented by the aid programme of the United States of America, were identified as the main sources of foreign exchange needed to import machinery and equipaent. By those means, a 6 per cent growth of gross national product (GNP) per annum could be sustained ([13], p. 2).

The absence of private capital markets compelled policy-makers to use bank credit as the sole means of financing manufacturing investment projects. Development of such markets was inhibited because large labour migration from rural to urban centres, signalling the transformation of Greek society from a peasant to an urban one, made investment in housing a major priority ([14], p. 70). Credit to manufacturing increased by approximately 32 per cent per annum throughout the period from 1953 to 1973, during which Greek manufacturing industries achieved remarkable growth in real terms (9.5 per cent per annum), following a 7 per cent annual increase in aggregate demand.

Greece did not apply strong import restrictions as a means of spurxing manufacturing growth for various reasons. Beyond equipment and raw materials, imports of a variety of foreign-made products were essential for further growth. More essential, however, was the choice of the country to become an open economy. As early as 1953, almost all quantitative restrictions on imports were lifted, and export subsidies, which had previously amounted to 100 per cent of f.o.b. prices, were abolished. Further, in 1961, aiming at a higher export performance, Greece joined the European Econoaic Commity (EEC) as an associate member. Goals set by the five-year development plan for the period from 1968 to 1972 [15] favoured the creation of large fins to reap economies of scale. Small firms, however, have been found to be more efficient, and hence less vulnerable to economic downturns [9]. In 1970 the authorities changed course and decided to subsidize exports up to a maximum of 25 per cent of $f$.o.b. prices. Exports increased rapidly between 1970 and 1974.

## B. The failure of eapufacturig firss

Immediately after assuming pover, the civilian Government reshuffled its expenditures. Fearing a possible conflict vith neighbouring Turkey (following the military action of 1974 in Cyprus), the Government increased national defence spending. In addition, the first oil crisis forced it to allocate more funds to energy imports. As a result, there was a significant cutback in resources available to manufecturing, including public investment, various subsidies and grant programes. Exports subsidies, specifically, were reduced and gradually abolished, reflecting the above-mentioned factors and the obligation of the Government to pave the way towards full membership of the EEC.

The inflationary spiral which appeared at that time refiected the relative scarcity of resources. Unit production costs in manufacturing industry began to increase rapidly. Simultaneously, in an attempt to avoid the negative impact of continuing inflation on the volume of private deposits, the Government raised nominal interest rates and, consequently, the cost of lending. Increased production costs, rising competition from newly industrializing countries* and the European recession of 1976 to 1980 had adverse effects on business profitability. The expectations of investors soon followed the downard profitability trend and the manufacturing index decreased rapidly. Even though the stock market is not a significant source of business financing, the end-result was that real growth rates in manufacturing investment approached zero, and in certain periods even became negative.

In 1977 the Government openly spoke about the existence of "ailing" or "problem" (the more popular term) firms that were having difficulty in meeting their short-term obligations. In 1983 it announced a plan to bail out such firms, in an attempt to avoid the increased unemployment that would arise from the closure of manufacturing piants. Probiem firms vere either bailed out or declared bankrupt. The immediate result of supporting a $f$ irm under the plan was the installation of new management chosen by the Govermment. The manufacturing branches in which business failures were concentrated included beverages, tobacc, textiles, clothing, paper and paper products, machinery and tools.

## C. Evidence from financial ration

The analysis of financial ratios provides valuable insight into the causes of business failure. The aim is to determine the relative weight of variables that may be used to explain failure or success at the firm level. To develop an appropriate framework, a five-variable discriminant analysis model was applied to a cample of 104 firme, half of which were ready to close down in 1982, while the other half had no serious problems. Each group was matched
*The term "NIC" is used extensively to describe developing economies, be they countries, provinces or areas, where there has been particularly rapid industrial growth.
vith the other in terms of size and manufactured products. Evidence from this part of the analysis is discussed later in the context of both intra-firw and aggregate external influences on business performance. The five variables selected are as follows:

$$
\begin{aligned}
& \mathbf{X}_{1}=\text { Net vorking capital/total assets } \\
& \mathbf{X}_{2}=\text { Retained earnings/total assets } \\
& X_{3}=\text { Earnings before interest and taxes/total assets } \\
& X_{4}=\text { Equity and retained eamings/total liabilities } \\
& X_{5}=\text { Sales/total assets }
\end{aligned}
$$

The model is comparable to that constructed by Altman, with one exception. Since the stock of many of the firms is not traded, the definition of the variable $X_{4}$, in this analysis is a proxy to that used by Altman ([3], pp. 102-125), defined as the market value of equity divided by total liabilities.

The estimated $Z$ function has the following form:

$$
Z=-0.523+4.56 X_{1}+0.27 X_{2}+0.01 X_{3}+0.46 X_{4}+0.75 X_{5}
$$

with the scale vector being $X_{1}, X_{3}, X_{4}, X_{5}, X_{2}$, the sequence showing the relative importance of each variable in explaining busi:: sss failure or success. The model classified firms as failed or not failed with a probability of 0.86 , with lower and upper limits of the 2 values being -0.27 and 0.28 respectively. The primary resuit, as expected, is that failure is attributed to low cash-flow capabilities of the firms.

## D. Intra-fin causer of failure

In any firm, cash-flow probiems are primarily the responsibility of the management. Three tegts of effective manggement were conducted. The first test dealt with gearing behaviour, the second with the fism's ability to respond to changing competitive conditions, and the third with the structure of management.

In the sample of problem firms, it was found that gearing behaviour increased from 71.9 in 1973 to 87.5 per cent in 1980 , compared with a slight decrease from 65.6 to 63 per cent in non-problem firms during the same period. Hence total liabilities had a profound impact on the ability of problem firms to meet their short-term obligations, that is, variable $X_{4}$ in the model influences $X_{1}$.

The two sample groups responded in diametrically opposite ways to the rising competition of the 1970s, which originated in the newly industrializing countries and the European recession of the period from 1976 to 1980. Instead of retrenching their export activities, as did their healthy counterparts, problem firme acted
rather irrationally by undertaking additional export-oriented investment projects. New projects vere financed with borrowed capital at a time when interest rates could be expected to rise in response to preceding inflationary pressures. In problem firms, exports as a percentage of sales changed from 26.8 per cent in 1976 to 31.8 per cent in 1980 , in contrast to healthy finns, exports of which dropped from 42.8 to 30 per cent in those same years.

The top management structure vas tested in 34 large finas employing approximately 20,000 persons, which represents approximately three quarters of the total labour employed in 150 firms that vere ready to close down in 1982. In 27 of the firms in the test sample at least two board members belonged to the same fanily; in nine firms more than four board mebers cane from the same family; and in 12 firms housevives were also registered as board members. In 14 fins two or more members had the same profession, while in an almost equal number of firms (13) the chairman of the board was also the chief executive officer. These features are perfecty consistent with those identified by Argenti [1] for bad management, namely one-man rule and the existence of an mbalanced tean at the top. The accounting information supplied to management in the test firms was adequate, according to opinions expressed by experts employed by those firas.

## E. Ageregace extemal influences and businens failure

Cash-flow probleas in any open econoay such as that of Greece are almost by definition a result either of a lack of adequate demand that has a negative impact on sales and business profits, or of increased costs combined with fixed or decreasing prices that lower profit margins. Those variables provide a broad framework that encompasces the Cuming-Saini model as well as most of what Altman regards as external causes of business failure. The factors that affect the two variables therefore need to be delineated.

As a basis for the analysis, it should be noted that in the scale vector obtained using the diseriminant snalysis model, variable $X_{4}$, which is cost-related, ranks higher than variable $X_{5}$, which is demand-related. A graphical representation of debt and ales profiles over time illustrates the different trends. The figure shows debt and sales ratios of problem and non-problem firms for the years 1973, 1978, and 1980.

In the figure, problem firms appear to combine falling sales with rising debt, in contrast to their healthy counterparts whose sales ratios incressed while their debt profile showed no significant change. This does not mean that the sales of problem firms were in fact decreasing. It was the increasing value of the denomInator (tctal assets) caused by the accumulation of new capital assets that made their sales ratios follow a downard pattern. On the basis of the sample data, the average annual growth rate of fixed asset accumulation by problem firme during the period from 1973 to 1982 was ajmost 12 per cent, as compared with only around 5 per cent for non-problem firms.
debt and sales ratios of problem and non-problem firms (1973-1960)


## 1. Denand conditions

The assesgment of demand conditions as deterninants of reduced business performance requires tracing aggregate demand components over time, in order to identify possible constraints that had an effect on the emergence of problem fincs. For the period after 1974, table 1 shows individual demend coponente comprising exports, both competitive and non-competitive imports, and domesticall: produced and demanded manufactured goods.

As reflected in table 1 , exports of manufactures to European member countries of the Organisation for Economic Co-operation and Development (OECD) grew at rates which did not differ from those recorded by other member countries. Goods produced by problem industries appear to have experienced even higher export growth rates. Consequently, low exports did not result in a lack of aggregate demand.

Imports grew at rates more or less equal to those for other OECD member countries. However, foreign goods siailar to those manufactured by problem finms vere imported at much higher rates than those of total imports. The high growth rates of demand for imports revesl the existence of sisnificant import penetration, the index $0^{*}$ which rose from $0.3: 5$ to 0.360 . This implies that domestically produced soods had become less competitive because of events or policies that had a negative effect on relative prices.

Table 1. Aggregate demand components, 1974-1982
(Annual rates of grouth)

| Deasand component men | In total manufacturing a/ | In problem industries b/ |
| :---: | :---: | :---: |
| Imports |  |  |
| Greece | 8.0 | 18.5 |
| European members of OECD | 9.1 | - |
| Exports |  |  |
| Greece | 9.9 | 15.5 |
| European members of OECD | 8.8 | - |
| Domestic demand for domestically produced goods $\mathrm{c} /$ | / 5.8 | 3.5 |

Source: Organisation for Economic Co-operation and Development, Foreign Trade by Comoodities (Paris, 1986), vol. 1.
a/ Categories 5, 6, 7 and 8 of the Standard International Trade Classification.
b/ Industries in which problem firms sppeared in greater proportions.
c/ Calculationt baged on daca from the National Statistical Service of Greece.

All of the above-mentioned factors lead to the conclusion that demand was act declining. Evidence from micro-level data must therefore be incorporated to assess the adequacy of aggregate demand. Specifically, an interpretation of sales profiles for the problem and non-problem firms referred to in the figure is needed. The first-best hypothesis is that unlike problem firms, non-problem firms had increasing sales because of their ability to become more competitive by international standarde.

## 2. Cont condition

The expected impact on cost structures of policies such as those on taxation, the environment, incomes and credit is considered in the following review of cost conditions for the period after 1974.

To begin with, taxation policies do not appear to be a signiflcant factor in increased costs and reduced performance, for two reasons. On the one hand, indirect taxes collected when inputs are traded are always reimbursed to the companies, especially when the
compenies are export-oriented, as were the problem ones. Further, higher indireci taxes apply to imports of final products and not to raw meterials !16]. On the other hand, while corporate income taxes were now increased after 1974, marginal increases in tax rates of distributed profits could always be circurvented by reinvesting profits.

Environmental controls also do not appear to have influenced manufacturing business performance. The most serious step toward the control of industrial pollution was taken at a time when the isgue of problem firms had been recognized ([17], pp. 23-24). In 1979, the Ministries of Industry and of Labour drafted an Environmental Pollution Control Act and submitted it to Parliament for approval. Among other things, the draft legislation provided for the introduction of stationary source emission standards. Parliament, probably fearing that such controls would be lethal to the already troubled manufacturing sector, did not enact the legislation. The Ministries of Industry and of Public Health did exercise some pressure on firms located in the Athens metropolitan area to curb their pollution, mainly by ordering the burning of lowersulphur fuels in combustion processes. The sbsence of cost records on industrial pollution control and of complaints by the business community against environmental regulations also weakens the argument based on the costs of environmental protection.

Unlike taxation and envirommental protection measures, however, incomes policies did influence costs, since the Government responded positively to trade mion demands for higher wages t!at had previously been rejected. Therefore wage increases were not a result of increased demand for labour arising from a need to expand the volume of industrial production. The ratio of prices to laboi costs decreased significantly between 1974 and 1982 [18].

Credit policies also appear to have played a decisive role in cost determination. Unlike the period before 1974, when credit to manufacturing industry increased in real terms and borrowing costs were lower, credit conditions in the period after 1974 worsened. The real growth rate of credit decreased from 24.5 to 7.1 per cent per annum, while interest rates jumped from 7.5 to 21 per cent. In 1978, especially, interest rates rose to prevent negative effects on the propensity of private degositors to save. The operational structure of the financial system represented en important element of credit policies at the time. The system was essentially controlled by the Government [19]. The processing of applications for new loans was primarily characterized by the inability of the banks to determine final investment costs. That was due to the lack of the following: qualified techno-economic studies submitted by firms to meet application requirements; monitoring of projects to ensure timely execution; and adequate consideration of macroeconomic factors such as inflation and interest rates.

Even thougn both incomes and credit policies did inflate some major cost items, firms could ease the burden by rescring to factor-saving techniques and investment strategies. Cost elasticities with respect to output are presented for problem and nonproblem firms in table 2.

Table 2. Cost elasticities in problem and non-problem firms

| Major cost item | Problem firms |  | Non-problen firms |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1973-1976 | - 3 77-1980 | 1973-1976 | 1977-1980 |
| Manufacturing | 1.28 | 1.10 | 1.96 | 0.76 |
| Labour | 1.54 | 1.49 | 1.97 | 1.03 |
| Debt service | 1.68 | 2.07 | 1.35 | 0.89 |
| Total | 1.36 | 1.45 | 1.96 | 0.83 |

As reflected in table 2, manufacturing and labour cost elasticities for both groups fell over time, but the debt-service cost elasticity rises only in problem firms. Total cost elasticity in problem firms also appears to increase as a result of debt-service cost effects. Those findings show that both groups were capable of reducing the relative burden of manufacturing and labour cost increases in the period after 1974 through factor substitution. Specifically, entrepreneurs responded to increased costs of raw materials and labour by additional capital investment which changed the factor combination. Unlike their healthy counterparts, however, problem firms financed such projects through fresh credil that was granted almost unconditionally. Interest rates on contracted loans were not fixed, but were allowed to follow the pattern of "market" rates set by the Government. The unexpected rise in interest rates in 1978 was reflected in the higher debt-service cost elasticity of the period from 1977 to 1980 , the major impact of which was the reduction in profit margins.

The above findings add fuel to the controversy surrounding the impact of real interest rates on business performance in Greek manufacturing industry. On the one hand, it might plausibly be argued that since real interest rates were either zero or negative because of inflation, business performance should not be associated with them. A counter-argument supported by the present study rejects tha: claim on two not mutually exclusive counts. First, rising costs ieading to a reduction in profit margins have a catalytic effect on a firm's ability to meet increaged financial obligations in nominal terms. Secondly, under those conditions, lower net returns, attributed to costs rising faster than prices, when discounted by a higher interest rate, make current project values look less attractive than they were when the project was initially considered.

## 3. Exice conditions

Price formation in Greek manufacturing industry has been affected chiefly by changes in ccgt components and not by changes in demand ([20], p. 74). Price controls were not introduced until 1979, when problem firms had already been discovered. All price increases were subject to the prior approval of the Ministry of Comerce. Once higher production costs were adequately justified,
approval was guaranteed. Between the time of rising costs and that of approved price increases there was, however, a lag that may have had a negative effect on profit margins.

A more essential feature of price conditions during the period after 1974 concerns the open character of the Greek economy. Domestic production is prone to international competition as there are no serious impediments to trade [16]. Therefore, the prices of domestically produced goods move pari passu with those of imported goods. Correlation of import prices with prices of domestically manufactured products is found to be equal to 0.95 , which reveals that imports are price leaders. The major conclusion to be drawn is that increased costs experienced by problem firms could not be shifted through higher prices without losing an element of competitiveness and market share.

## F. Conclusions

Business failure in Greek manufacturing industry during the late 1970s and early 1980s was a result of both intra-firm and aggregate external causes. Problem firms followed rather risky growth policies, under a management lacking sufficient business acumen, especially weak in the areas of investment and sales strategies. Problem firms desperately needed much higher selling prices to counterbalance the unexpected rise in debt service costs. however, the price leadership exercised by foreign competitors acted as a constraint on price increases. Therefore, the reduction of profit margins in problem firms, and hence their financial disarray, was an inevitable product of their inability to affect prices and control debt service costs. Careful evaluation of government policies during that period appears to show that credit policies played a most crucial role in the determination of costs. Higher interest rates hurt problem firms severely, since their expansionary investment strategies had relied solely on bank credit. As a result, profit margins narrowed to a point where cash flow emerged as the most immediate cause of failure.

The findings presented in this paper complement the 1 imited available literature in various ways. On the one hand, with regard to intra-firm causes, the findings are comparable to those set out by Argenti [1], who attributes failures to bad management. On the other hand, with reference to external influences, unlike Cuming and Saini (2], who found both debt service cost and aggregate demand conditions to be the two principle aggregate external causes of business failure in Japan and the United Kingdom, this paper suggess that it was debt service costs alone that led problem firms in Greek manufacturing industry to their demise. Further, with respect to the Archibald-Baker [4] conclusions, the operational deficiencies of the Greek banking system differ only marginally from those of the non-market allocation activities of federal agencies in the United States. Non-market allocation of federal credit to less efficient firms in that country simply postponed business failures. In Greece, credit policies acted as a catalyst for failure.

The quest for growth in manufacturing industry should not be set within a narrow growin-oriented policy framework. Growth needs to be sustained and protected from the possible negative influences of the firm or of the policy-making macaine itself. Policirs need to be proactive. The most effective way of preventing business failures in countries such as Greece would be by freeing the banking system so that it could operate under free market conditions, a point repeatedly emphasized in the development literature. In many countries, however, including Greece, such a goal may be essentially unattainable, given their social structures and the povers claimed by central Governments. Under such conditions, the next most suitable policy framework should incorporate failure forecasting and effectively use the results. Koreover, while the introduction of new credit supply riles linked to the type and quality of management seems imperative, goverament agencies also need to pursue more congruent macro-economic policies.

If the results of the above measures remain inadequate, there exist other ways to cope, at least in part, with the problem of manufacturing business failure. When suspected failures can be attributed to current policy instruments, the best means of avoiding further failure and adverse publicity is to compensate the specific industry for higher production costs. This last proposal raises the following important question for future research: "Did the bail-out programe for failing industries in Greece generate more social costs than compensation initiatives would have generated?".
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tiie potential for trade in goods and services between DEVELOPING COUNTRIES: AN EXAMPLE FROM THE PETROCHEMICALS INDUSTRY

Elizabeth Parsan*

## Introduction

The need to expand trade between developing countries, or what is popularly termed South-South trade, has gained increasing prominence in recent years. Several factors, both external and internal to the South, have contributed to that trend. On the one hand, it has been observed that in the light of changes taking place internationally, North-South trade cannot be relied upon in the future as an "engine of growth" for developing countries [1]. On the other hand, current developments within the South itself now create dynamic opportunitites for trade within the group.

Two external trends have been the increasing tendency towards protectionism in the North and the slow-down in the growth of the economies of developed countries. Besides the traditional tariff and non-tariff barriers, developed countries have introduced a variety oi new trade restrictions such as voluntary export restraints and orderly marketing arrangements. Such measures, together with the reduced rates of growth in developed countries, have adversely affected the growth of South-North trade.**

The more powerful arguments for South-South co-operation, honever, are based on the emerging and dynamic complementarities in the South. Over the past three decades, production and trading structures in the south have become more diversified, and there now exists expanded potential for trade in both goods and services. In addition, the competitiveness of many countries of the South has increased in a number of areas, as evidenced by their ability to provide atrong challenge to their competitors in the North. Therefore, structural changes taking place both internationally and within the South now render South-South co-operation imperative and beneficial.

In this paper an attempt is made to exp.ore some of the emerging opportunities for South-South trade in an area which has been identified as having great potential - the petrochemicals industry ([3], [4]). Those opportunities are examined within the context of trade between two specific countries - Brazil and Trinidad and Tobago. Their case is interesting from both an industry and a country point of view.
*University of the West Indies, Saint Augustine, Trinidad and Tobago.
**Whereas growth rates in developed countries had been sustained at relatively high levels up to 1974, growth in the more recent period has not averaged more than 4 per cent per year [2].

The petrochemicals industry is one in which many oil-rich, developing countries have expanded their productive structures since the mid-1970s, and in which they have a strong comparative advantage. It is also one in which South-North trade has been adversely affected because of growing protectionism in the North [5]. The countries being considered are at different levels of development. Brazil belongs to the group of newly industrializing countries (NICs),* while Trinidad and Tobago is one of the less industrialized countries of the South. However, as will be seen later, they exemplify the possibilities for trade, in both goods and services, between those two groups within the South.

In section $A$, some of the theoretical considerations underlying the empirical study are first discussed. In section $B$, the structural features of the petrochemical industries in both Brazil and Trinidad and Tobago are examined, and potential areas for trade identified. A detailed review of the scope for trade in those areas follows in section $C$, and the benefits likely to accrue to both trading partners are considered in section $D$. Finally, the main conclusions of the paper are drawn, and some policy recomendations made, in section $E$.

## A. Some theoretical issuer

Although there exists no formal theory of South-South trade, Stewart [6] has noted that many of the existing trade theories which emerged to explain North-North or South-North trade in fact apply to South-South trade. The extended Heckscher-Ohlin theory and the technology theories, which provided a guide for empirical study, are dealt with in this section.

## 1. Extended_Heckscher-Ohlin theory

The simple Heckscher-Ohlin theory, based upon two countries, two factors and two goods, holds that inter-country differences in factor endowments provide a basis for trade. Therefore, countries with a relative abundance of capital, such as those of the North, will tend to export capital-intensive goods to countries with a relative scarcity of capital, such as those of the South.

According to this simple theory then, trade is likely to flow from North to South and vice versa [7].

An extended version of the Heckscher-Ohlin theory, however, incorporates multilateral trade flows and provides insight into the potential for South-South trade ([8], [9]). It states that a country will have a comparative advantage in a range of goods on the basis of its relative endowment. But to the extent that these goods may be produced with different factor intensities, the comparative

[^15]advantage of a contry will vary with the difference between its own factor endowments and those of its trading partners.

The predictions of the extended theory are important, for they imply that a country will trade in both North-South and South-South directions. For example, if a model vith both physical and human capital is considered, economies such as the NICs will export to the South more skill- and capital-intensive goods than they will to the North. At the same time, they will also import from the North more skill- and capital-intensive goods than they will import from the South.

Hence, to the extent that the factor content of goods traded within the South differs from that of goods exported to the North, special gains may be expected from South-South trade. That is, since the latter is associated with more skill- and capitalintensive trade, South-South trade provides for the accumulation of both physical and human capital by countries of the South. Those resources, in which the South is particularly deficient, therefore have great significance within a developmental perspective.

In addition, there are important interactive effects. As dynamic exporters in the South begin to reap the benefits from South-South trade, the growth of their economies will be stimulated. These growing economies will in turn become important markets for other countries of the South, and will provide a further stimulus to economic growth in the latter.

## 2. Technolagy theories

The technology theories, which include the technology-gap and the product-cycle theories, also provide important insights into the potential benefits of South-South trade. These theories emphasize technological innovation as an important factor in influencing trading patterns. In the technology-gap model developed by Posner [10], leads and lags in technological innovation are seen as determining trade patterns, whereas the product-cycle model [11] attempts to explain trade patterns on the basis of stages of a product life.

The product-cycle theory, which is the more widely used, proceeds from the premise that a product typically passes through three stages - early, growth and mature. During the first phase, new products that tend to be highly skill-intensive are developed, and countries with abundant supplies of skilled labour are most likely to have an advantage in the production and export of those products. In the second phase, as demar.d grows and know-how spreads, countries with less technical expertise begin to produce and market the products. Finally, in the mature phase, the product becomes completely standardized, and the production technology becomes internationally diffused.

The technology theories emerged primarily to explain NorthNorth trade. In the framework offered, developing countries are viewed essentially as receivers of technological change. They import "new-technology" products from the North which normally
command high prices, and engage in production and export only later when the technologies become mature and standardized. These theories therefore rule out South-South trade.

However, if countries of the South are viewed as innovators themselves, then the technology theories can be made to apply to South-South trade. In such a case, they would be able to reap the benefits of technical change in much the same way as the North has been able to. Indeed, existing evidence suggests that developing countries such as Brazil, India and the Republic of Korea are becoming important innovators and initiators of technological change [12].

The innovators could profit from the higher prices normally paid for new products. More importantly though, gains could be made from the provision of technologies that may be more suited to the factor characteristics and income levels of the South. Indeed, in many cases, technologies imported from the North are highly capitalintensive, and do not suit the labour-surplus economies of the South. Further, new products from the North tend to reflect increasingly high-income characteristics, and may be inappropriate for countries of the South, given their lower income levels.

## B. Potential areas for trade between Irinidad and Tobage and Brazil in Detrochemicals

## 1. The basis for trade

The features of the economies of Brazil and Trinidad and Tobago are different, and the two countries are at varying levels of development. Yet it is precisely those dissimilarities that create a basis for trade. The Brazilian economy is large and highly diversified. The country has an estimated population of 135.6 million and a land area of 8.5 million square kilometres, and, with a per capita income of $\$ 1,640$, is considered an "upper-middle-income" country [13]. Further, its natural resource base is large, and its production and exports cover a wide range of both primary and manufactured goods as well as services.

There is one area in which the Brazilian natural resource base is deficient, and that is oil. In $1986,25.5$ per cent of Brazilian imports consisted of oil, and 7.1 per cent of energy-intensive products such as petrochemicals [14]. Oil imports have actually been declining since 1985, following oil and natural gas discoveries in the country. However, petrochemical imports continue to grow,* because oil and natural gag, two important base materials for the petrochemical industry, have many alternative uses in Brazil.

The Trinidad and Tobago economy, on the other hand, exhibits different features from that of Brazil. Although its per capita income is relatively high ( $\$ 5,120$ in 1986 ), it is a small country
*Between 1985 and 1987, imports of petrochemicals grew on average by 25.2 per cent onnually [14].
with a population of 1.2 million and a land area of 5,128 square kilometres [13]. Further, whereas its resource base is narrow, it is abundantly endowed with large quantities of oil and natural gas, on which its production and trade is based. In 1987, 73 per cent of the total exports of Trinidad and Tobago consisted of oil, and 14 per cent of petrochemicals [15].

It therefore appears that differences in endowments of oil and natural gas resources could provide a basis for trade between the two countries. Since imports of energy-intensive products such as petrochemicals are large in Brazil, and Trinidad and Tobago exports substantial amounts of those products, there is scope for trade in the petrochemicals industry.

Another basis for trade can be found in the fact that Brazil has been able to upgrade its techniral skills, knowledge and experience over the past few decades, and is fast emerging as an important exporter of technology. Brazilian technology exports cover the supply of technical services in a variety of areas, and are related both to the sale of capital goods abroad and to the delivery of construction projects. Since the country is particularly strong in the oil industry [16], trade in technology is perhaps another area be explored.

## 2. Structural features of the petrochemical industries in Brazil and Trinidad and Tobago

Among developing countries Brazil has the largest and most highly diversified petrochemical industry. Table l shows that it produces all the major basic and final petrochemical products on a very large scale. Its production of ethylene, which is the dominant product in the industry, and which provides the base for plastics such as polyethylene and polyvinyl chloride, exceeds 1 million tonnes annually.

By contrast, the industry of Trinidad and Tobago produces a narrow range of products. Its output consists mainly of amonia, methanol and urea, which are produced in large quantities. The industry does not produce ethylene or any of the plastics, even though the feedstocks, both oil and natural gas, are widely available domestically.* However, it does have a small downstream plastics processing industry which utilizes imported plartic resins.

The major part of petrochemical production in Brazil is based on oil refinery fractions, feedstocks which are known to be less economic than natural gas. Further, some of the technologies used are of an older vintage. For example, roughly one half of ammonia production is based on steam-reforming of naphtha and partial oxidation of fuel oil, which are high-cost products and processes [18].
*Although proven reserves of oil and natural gas in Trinidad and Tobago represent, respectively, 0.06 per cent and 0.3 per cent of total proven world reserves, its production-reserves ratios are low, and local consumption is amall (see [17]).

Therefore, despite large feedstock subsidies, production costs are high in Brazil as compared with oil-rich countries such as Trinidad and Tobago.

Table 1. Petrochemical product structure, Brazil and Trinidad and Tobago, 1984

| Product | Brazil |  | Trinidaci and Tobago |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Capacity <br> (thousand of tonnes per year) | Percentage of total | Capacity <br> (thousand of tonnes per year) | Percentage of total |
| Basics |  |  |  |  |
| Olefins |  | - | -- | - |
| Ethylene | 1263 | 27.9 | - | -- |
| Propylene | 697 | 15.4 | - | - |
| Butadiene | 258 | 5.7 | -- | - |
| Aromatics |  |  |  |  |
| Benzene | 420 | 9.3 | 30 | 1.7 |
| Toluene | $114 \mathrm{a} /$ | 2.5 | 49 | 2.7 |
| Xylene | 354 a/ | 7.8 | 35 | 1.9 |
| Ammonia | 12440 | 27.4 | 1200 | 71.7 |
| Methanol | 180 | 4.0 | 400 | 22.0 |
| Total basics | 4526 | 100.0 | 1814 | 100.0 |
| End products b/ |  |  |  |  |
| Plastics | 1408 | 75.3 | -- | -- |
| Styrenebutadiene |  |  |  |  |
| Synthetic fibres | 274 | 14.6 | -- | - |
| Total | 1.970 | 100.0 |  |  |
| Fertilizers c/ | 1747 | - | 335 | -- |

Sources: Horld Petrochenicala (Stanford, Stanford Research Institute International, 1985); Ministry of Energy and Natural Resources, Annual Energy Report 1985 (Port of Spain, Control Statigtical office Printing Unit, 1986); Petrofertil, Annual Repors 1985 (Rio de Janeiro, 1986).
a/ Figures include only productive capacity at the three petrochemical complexes.
b/ Figures are for production.
c/ Figures include only nitrogen fertilizers.

The later is reflected by the fact that production conts of amonia in Trinidad and Tobago are 25 per cent lower than those in Brazil. The diaparity in methanol production costa is far greater,
as illustrated by the fact that the price of methanol in Brazil is more than three times the production cost of that of Trinidad and Tobago [18]. The use of modern, large-scale technologies that permit economies of scale, and the fact that the industry is based almost exclusively on low-cost natural gas, contribute towards the lower production costs in Trinidad and Tobago.

Production of petrochemicals in Brazil is geared principally to the domestic market. Exports are limited to a few products, and only plastics such as polyethylene are exported in large quantities. Imports, however, have been large, especially products such as ammia and urea, in which Trinidad and Tobago has a stong comparative advantage. For example, in 1980, a year in which imports of those products peaked, amonia imports amounted to 235,000 tonnes, or 35 per cent of consumption, while corresponding figures for impnrts of urea were 579,000 tonnes, or 68 per cent of consumption [14]. Petrochemical production in Trinidad and Tobago, however, is geared almost entirely to the export market, about 90 per cent of its output being exported.*

The direction of trade in both Brazil and Trinidad and Tobago is significant. Despite the vide availability of low-cost products in Trinidad and Tobago, Brazilian imports of petrochemicals have been largely from a higher cost supplier in the North, the United States of America,** Similarly, in spite of the close proximity of Brazilian markets, exports of petrochemicals from Trinidad and Tobago have been to the North, mainly to the United States and Western Europe. Trade between Brazil and Trinidad and Tobago in petrochemicals has teen almost non-existent in the past. only recently, during the 1980s, have small amounts of ammia, urea and methanol been exported to Brazil from Trinidad and Tobago.*** The reasons for this pattern of trade will be discussed later.

Two other important features should be noted. First, whereas the bulk of petrochemical production in Brazil is State-owned, in the case of Trinidad and Tobago, transnational corporations based in the North have dominated the petrochemical industry. Their dominance has largely contributed to the skewed pattern of production in the industry, becaust they have primarily been interested in utilizing the country's low-cost natural gas, the technical properties of which make it most suitable for manufacturing products such as ammonia, urea and methanol. Little attention has been given to the use of oil refinery fractions or other feedstocks such as natural gas liquids, which could have allowed a vider range of production, including, for example, ethylene and ite derivatives.

[^16]The second point relates to the accumulation of technological expertise. Whereas the Trinidad and Tobago industry relies almost exclusively on foreign technological expertise, over the past three decades Brazil has managed to develop a substantial technological capability in petrochemicals manufactere, acquired from the experience of constructing three large-scale petrochemical complexes and a number of individual plants.

Table 2 shows how Brazil has progressed in providing technological inputs to the local industry. During the construction of the Sao Paulo Complex between 1965 and 1972, only 50 per cent of the technological inputs required were provided locally. Hovever, that proportion rose to 75 per cent between 1978 and 1982 during the construction of the Southern Complex, with all preliminary studies, detailed engineering and construction and assembly work undertaken locally. There are some noticeable gaps in Brazilian technological expertise, in the areas of process licensing, basic engineering and, to a lesser extent, technical co-operation capabilities. Nevertheless, the Brazilian industry considers itself to be in a good position to export petrochemical technologies, and this area has been earmarked for development with the South.

## 3. Potential arear for trade

Given the structural features of the Brazilian and the Trinidad and Tobago petrochemical industries described above, two sets of trading possibilities appear to have potential. First of all, the substantial export capability and strong comparative advantage enjoyed by Trinidad and Tobago in the production of ammonia, urea and methanoi, coupled with the fact that Brazil imports those products in fairly large quantities, imply that there may be scope for profitable trade in those products. One trading possiblity therefore involves the export of selected petrochemical products ammia, urea and methanol - from Trinidad and Tobago to Brazil.

Secondly, given the wide availability of both oil and natural gas in Trinidad and Tobago, and given the fact that its petrochemical base is narrow and does not include any production, such as that of plastics, in the olefins stream, and that Brazil is now in a position to export petrochemical technologies, a second possibility can be explored, namely the export of petrochemical technologies by Brazil to Trinidad and Tobago to further develop a plastics industry in the latter country.

The establishment of a plastics industry in Trinidad and Tobago could involve the production of ethylene, which would be further processed to produce various plastic resins such as polyethylene and polyvinyl chloride. Such an industry could be geared primarily to export, but could also feed into the small local plastics processing industry. It could also draw upon both oil refinery fractions and natural gas.

Table 2. The Brazilian petrochemical industry: local supply of technological inpute (Percentages)

| Petrochemical complex | Preliminary studies | Process licensing | Basic engineering | Detailed engineering | Technical co-operation | Conatruction and aesembly | Capital goode | Proportion of local content |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sao Paulo (1965-1972) | 50 | - | - | 10 | 5 | 100 | 45 | 50 |
| $\begin{aligned} & \text { North-east } \\ & (1972-1978) \end{aligned}$ | 100 | - | - | 70 | 30 | 100 | 60 | 65 |
| Southern $(1978-1982)$ | 100 | - | - | 100 | 30 | 100 | 75 | 75 |

Source: [27].

## C. Scope for trade in petrocbemicals between Brazil and Irinidad and Tobago

1. Trade in roods: exports of amponia, methanol and urea from Trinidad and Tobago to Brazil

The development of exports from Trinidad and Tobago to Brazil in amonia, methanol and urea products will depend largely on the following two sets of factors: future Brazilian demand for imported petrochemicals; and the competitiveness of Trinidad and Tobago products in Brazil.

## (a) Brazilian demand for imports

The future demand for petrochemicals in Brazil will depend to a large extent on growth of the economy. In the past, when economic growth was rapid, growth of consumption, and hence of imports of ammonia, urea and methanol, was high. From 1974 to 1980 the economy grew on average by 7 per cent per year in real terms; the demand for ammonia, urea and methanol grew on average by 25 per cent, 43 per cent and 28 per cent annually; and imports accounted for about 40 per cent of consumption. Annual import levels increased to as high as 235,000 tonnes for ammia and 430,000 tonnes for urea, but methanol imports did not exceed 13,000 tonnes ([19], [20]).

From 1982 to 1985, however, there were drastic declines in petrochemical consumption and imports, as growth in the economy slowed down. During that period, annual growth of the econcmy in real terms averaged 1.8 per cent, and annual growth in the consumptior of ammonia, urea and methanol dropped to an average of, respectively, 14 per cent, 5 per cent and 4 per cent. Annual imports fell drastically, to as low as 16,000 tonnes of ammonia and 3,000 tonnes of urea. Increased domestic availability of petrochemicals contributed to the fall in imports ([19], [20]).

Since 1985, however, economic growth has resumed in Brazil, and higher annual average growth rates of 6.4 per cent were recorded from 1985 to 1987 [2]. At the same time there has been an increase in the growth of consumption, and hence of imports of ammonia, urea and methanol. For example, from 1985 to 1986 imports af those products increased from 17,000 tonnes, 16,000 tonnes and 21,000 tonnes, to 51,000 tonnes, 165,000 tonnes and 42,000 tonnes, respectively [14]. If economic growth continues to be rapid in the future, then imports of petrochemical products are likely to be large.

Besides higher sconomic growth, other factors may influence increased consumption levels and imports in the future. Fertilizer prices are now lower, compared to previous years, and there is increased availability of farm credit. Further, major agricultural programes have been initiated. Those factors, together with the fact that fertilizer use is currently very low in Brazil, point to potentially large increases in consumption of ammonia and urea in the future [18]. Growth in methanol use may also increase considerably, depending upon future government plans to export methanolbased products.

On the basis of past trends, and taking into account the abovementioned factors, ic is estimated that growth in consumption of ammonia and urea in the medium term (up to the year 2000) is expected to be around 7 per cent and 8 per cent per annum, respectively. Annual growth in the consumption of methanol is projected at a lower rate of 6 per cent.

In order to estimate the potential for imports, however, the expansion of domestic supplies in Brazil must be considered. There have been large increases in petrochemical production over the past decade, and plans are being made to further expand capacity. Two new plants for annual production of 271,000 tonnes or ammonia and 167,000 tonnes of urea are expected to be constructed in the future. Taking into account those production plans and projected consumption, demand can be expected to outstrip supply in Brazil in the future. By the year 2000, annual imports of amonia, urea and methanol are likely to reach 946,000 tonnes, 1.1 million tonnes and 100,000 tonnes, respectively.

## (b) Competitiveness of Trinidad and Tobago petrochemical products in the Brazilian market

Trinidad and Tobago, since its petrochemical production costs are lower than in Brazil, should be able to compete successfully against Brazilian domestic production. However, other costs, such as transport and tariffs, must be considered. As reflected in table 3, shipping costs form a small proportion of the landed price of Trinidad and Tobago products. However, tariff rates have been high in Brazil, and this has severely curtailed the ability of Trinidad and Tobago to compete in that country's market. The tariffs on amonia, urea and methanol imports have been 45 per cent, 15 per cent and 45 per cent, respectively.

A comparison of Trinidad and Tobago's landed prices with that of Brazilian market prices reveals that the former were 22 per cent higher for both amonia and urea. Only in the case of methanol was it able to compete effectively. It must be noted that besides tariffs, other forms of protection are given to the Brazilian industry, through subsidies on inputs such as natural gas, price controls and a discretionary import licensing programe.

Calculation of effective protection rates, which incorporate subsidies on inputs, revealed much higher levels of protection, up to 267 per cent for ammonia and 169 per cent for methanol. Tariff equivalents of price controls were also estimated at 72.3 per cent, 44.1 per cent and 0.7 per cent for ammonia, urea and methanol, respectively [18].

Besides tariff and non-tariff barriers, an inadequate trading infragtructure, particularly in marketing and export-credit facilities, have adversely affected Trinidad and Tobago competitiveness in the past. In fact, it is largely because of those factors that higher-cost producers in the United States have been able to capture
the Brazilian market.* Table 3 shows that the landed prices of Trinidad and Tobago petrochemicals in Brazil are far lower than those of the United States.

Recent developments suggest, however, that the competitiveness of Trinidad and Tobago petrochemicals is likely to improve considerably in the future. First of all, marketing efforts in Trinidad and Tobago have become more aggressive, as the traditional markets in the North have begun to shrink with increasing protectionism and lower growth. For example, in July 1986 Tr nidad and Tobago was accused of dumping urea on the European market. Anti-dumping duties were subsequentiy levied on its imports [22].

Secondly, domestic availability of export-credit facilities has increased, following the establishment of the Trinidad and Tobago Export Credit Insurance Company. In addition, trade finance is now available through the Latin American Export Band. Finally, and most importantly, Brazil has begun to dismantle some of its trading barriess. In early 1989, tariff rates for imports of amonia were reduced to 10 per cent [23]. At this rate, the landed price of Trinidad and Tobago mmonia is roughly equivalent to the market price in Brazil. If such a relaxation of trade barriers continues in the future, and the demand for imports of petrochemicals by Brazil conforms to projections, then there may be considerable scope for trade between Brazil and Trinidad and Tobago.

## 2. Trade in services: exports of petrochemical technology from Brazil to Trinidad and Tobage

In investigating the possiblities for the export of petrochemical technologies from Brazil to Trinidad and Tobago, consideration must be given to the extent to which Brazil can provide technologies required by the Trinidad and Tobago industry, and its ability to compete with suppliers from the North.

As mentioned earlier, Brazil has had wide experience in ruilding, operating and managing petrochemical plants, and considers itself to be in a good position to export technology. However, despite Brazil's strong technological capabilities, there are a few areas in which it is seriously deficient. These include the critical areas of process licensing and basic engineering - areas which involve the "know-how" or "core" technologies - and, to a lesser extent, technical co-operation. The question then arises as to how serious those deficiencies are in limiting the role of Brazil as a technology supplier.

The above deficiencies are not likely to pose a serious problem, given the nature of, and the market for, such technology. It is generally recognized that the technology required for most basic petrochemicals such as ethynlene is mature, standardized and widely available, so that there exists a plurality of technology
*See Parsan [21〕 for an analyais of the influence of these factors.

Table 3. Competitivity of selected petrochemical products from Trinidad and Tobago and the United States in the Brazilian market, 1984 (Dollars per tonne)

| Product | Production cost +5 per cent a/ | Shipping cost | $\begin{aligned} & \text { c.i.f. } \\ & \text { price } \end{aligned}$ | Tariffe ${ }^{\text {b/ }}$ | Landed price | Market price |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Trinidad_and_Tobage |  |  |  | Brazil |  |
| Ammonia | 96.60 | 20.00 | 116.60 | 52.47 | 169.07 | 132 |
| Urea | $140.00 \mathrm{~s} /$ | 17.00 | 157.00 | 23.55 | 180.55 | 140 |
| Methanol | 103.95 | 15.00 | 118.95 | 53.52 | 172.47 | 350 ¢/ |
| United Stater |  |  |  |  |  |  |
| Ammonia | 157.50 | 24.00 | 181.50 | 81.68 | 263.18 | 132 |
| Urea | $170.00 \mathrm{s/}$ | 27.55 | 197.55 | 29.63 | 227.18 | 140 |
| Methanol | 222.50 | 20.00 | 242.50 | 109.13 | 351.63 | 350 ¢/ |

Sources: [21], for production cost data; industry estimates and [14], for shipping costs; Petrofertil (see [14]), for Brazilian market prices of ammonia and urea; V. Menezes Perreira, Oportunidades de Producâo de Metanol no Brasil (Rio de Janeiro, Petroquisa, 1984), for Brazilian methanol prices; and [23], for tariff rates.
a/ +25 per cent for the United States.
b/ Tariff rates for amonia and methanol are 45 per cent, and for urea 15 per cent of c.i.f. value.
c/f.o.b. prices.
sources [24]. This is aiso the case for end-products such as polythylene and polyvinyl chloride. Competitive technologies now exist for high-density polyethylene and can be easily obtained from several companies [25].

The highly competitive market for petrochemical technologies therefore suggests that it may be preferable to suurce the most suitable technology at the cheapest possible price, rather than to own the technology. The question of sourcing is particularly important in the present case, because what the Trinidad and Tobago industry needs is not a specific technology, but an appropriate mix of tectnologies that will enable it to utilize both its oil and natural gas res . as. The ability to select and evaluate suitable Lechnologies is . critical.

Given Brazi s experience in building and operating plants based on both oil refinery fractions and natural gas, together with its expertise in sourcing technologies, it is likely to be superior to a technology supplier from the North. Brazilian production of ethylene is based on many different raw materials and processes, which include cracking of naphtha, gas oil and natural gas, as well as dehydration of sugar alcohol. It is therefore likely to be well-equipped to provide technological expertise in a variety of areas.

The skilful way in which Brazil has sourced petrochemical technologies from countries of the North and managed to assimilate such technologies has been dsscribed by Sercovich [26]. Its success has involved extensive and rigorous searches or the best package and a careful "de-packaging" of technology. Its growing ability to source technologies is related to an important issue involving the costs of acquiring technology.

Teixeira [27] has noted that as Brazil pursued its aggressive policy to acquire technological expertise, and learning progressed in the industry, it was able to acquire technology on more favourable terms. That was confirmed by the Head of the Technical Division at Petroquisa (the State-owned company responsible for the petrochemical industry in Brazil), when he commented that:
"A 'high' price had to be paid in the installations of the first petrochemical plants ... Only experience allowed us to improve upon subsequent contracts. So much so that various firms in operation contracted echnology from abroad with the right to free use" ([28], p. 39).

Other indirect evidence suggests that not only is technology provided by Brazil likely to be low-cost, but also Brazil may be more willing to trandfer technology compared to a supplier of the North. The following was noted in connection with the establishment of a plant for brick- and block-making in Nigeria, for which Brazil provided technology:
"Techiology was freely imported, layout plans were also provided without fee, and no charge was made for Brazilian engineers' travel to commesion and start up
plants, provided accommodation was provided and a minimum number of rachines were involved. Supply of equipment included ' years' spare parts for fast-wearing items, but any irs to the machines involving visits by Brazilian: noolved the Nigerian owner in meeting all expenses" ([29] p. 5).

Despite its growing technological capabilities, however, Brazil has not been very successful in exporting its technologies, given strong competition from suppliers of the North. The experience of Brazil in exporting petrochemical technologies has been limited to the conduct of pre-investment studies and the supply of technical advice for the establishment of petrochemical plants, primarily to countries in Latin America. However, as shown by Sercovich [26], a country may opt for a technology supplier that is less well-known and has less experience in exporting, if it feels that such a supplier may be more willing to transfer technology. Indeed, Brazil made that choice in its search for a supplier of plastics technologies for its industry.

Finally, the extensive structures for research and develrpment that are required to foster major technological change are only now being built up in Brazil [28]. However, given the similar conditions of Brazil and Trinidad and Tobago, the latter country may be able to benefit from technical changes in Brazil, including measures to reduce costs and increase production, and better use of inputs as a result of improved operating conditions and equipment modifications.

More importantly, as noted by Sercovich [26], because of the efforts currently being taken in Brazil to develop its technological capabilities, it is one of the few developing countries that may be able to reach the forefront of technology in the future. Given its growing capacity to source and provide technologies that may be especially useful to the irdustry of Trinidad and Tobago, the scope for trade in this area appears to be great.

## D. Potential benefits from frade

The above discussion suggests not only that there is potencial for trade in goods and services between Brazil and Trinidad and Tobago, but also that there are substantial benefits to be made. Those benefits, together with the potential losses resulting from the development of South-South trade, are considered in this section. They are viewed within the context of alternatives available through other trading links, namely South-North trade.

From the point of view of Trinidad and Tobago, important benefits can be made from the export of amonia, $u=1$ and methanol to Brazil, but those benefits are mainly static. They include posaible benefits from expanded production and market diversification. The latter is very important, given the groving levels of protectioniam in the North and the need to seek wider, high-growth markets. Indeed, in recent years, the growth in demand for petrochemicals in developed countries has been slower than that in developing coun-
tries, and projections suggest a continuation of that trend in the future [25].

Brazil can reap similar static benefits by importing petrochemical products from Trinidad and Tobago. Since product from the latter country are more cost-competitive than those from the United States, Brazil could acquire lower-cost imports and considerably increase its consumption.

Indeed, a reorientation away from North-South trade would not lead to costly trade diversion for Brazil, but would encourage fruitful trade expansion.

In the case of both Brazil and Trinidad and Tobago, the benefits would have to be weighed against losses likely to arise from the lack of finance, since both countries have a huge debt burden.* In recent years, Trinidad and Tobago exports to Brazil, in particular, its exports of iron and steel products during the early 1980s, have been hampered by payment problems on the part of Brazil. If Brazil is unable to pay for its imports, then losses may result. Similarly, if Trinidad and Tobago is not in a position to provide export credit to Brazil, then Brazil may find it more advantageous to continue importing from the Inited States.

The export of technology from Brazil to Trinidad and Tobago for the development of a plastics industry could also bring important, more dynamic benefits to both countries. For Trinidad and Tobago there are general benefits associated witr the establishment of a plastics industry. There are also specific benefits to be gained from importing technology from a supplier of the South. Each set of benefits will be discussed in turn.

Since a plastics industry would encourage the use of hitherto untapped raw materials in Trinidad and Tobago, benefits would result from the utilization of natural resources. Moreover, since plants will be geared for export, important foreign exchange earnings may be generated. In addition to those benefits, other indiract benefits could accrue through the creation of inter-industry linkages. The plastics industry links backwards to the oil industry, and forwards to plastics processing industries.

It has been suggested that domestically produced plastics resins in Trinidad and Tobago are likely to be cheaper than those currently imported [18]. Domestic availability of plastics resins could create an incentive to scale up the levels of production in the small, local downtream plastics processing industry. Benefits could therefore be gained through economies of scale.

[^17]The provision of technology by Brazil can bring other benefits. Brazil is likely to be favourable to the use of both natural gas and oil refinery fractions for plastics production in Trinidad and Tobago, unlike a supplier from the North who may be interested only in the utilization of natural gas. The possiblity and terms of transfer of technology are also likely to be more favourable than in the case of a supplier from the North. Further, given the similar conditions of the two countries, benefits could be gained through the provision of technology that may be appropriate to the needs of Trinidad and Tobago. Those benefits are likely to outweigh losses that might arise from Brazil's lack of experience in exporting such technologies.

Brazil could also benefit greatly from the export of its technologies through the process of technological learning and the upgrading of its skills. By providing a larger market for products and processes that may have been specially adapted for its own conditions, the export of technologies could also stimulate technological change in Brazil.

In view of all the above-mentioned factors, potential benefits are likely to far outweigh potential losses for both trading partners.

## E. Conclusions and policy recommendations

The purpose of this paper was to explore the potential for South-South trade by reviewing the possibilities for trade between Brazil and Trinidad and Tobago in the petrochemicals industry. This case of South-South trade is a specific one, hence no generalizations can be made. However, it does shed light on some of the wider issues involved in a strategy of South-South trade.

It has been shown how councries of the South which are at different levels of development could engage in mutually beneficial trade, both in goods and services. Existing complementaries in the petrochemical industries of Brazil and Trinidad and Tobago produce the potential for trade in specific areas. Largely because of its natural resource endowments, Trinidad and Tobago has a cost advantage in the production of certain petrochemicals, in particular ammonia, urea and methanol, which Brazil imports in sizeable quantitites. On the basis of the extended Heckscher-Ohlin theory, a case has been made for the export of those petrochomicals from Trinidad and Tobago to Brazii.

Trade in eervices has also been considered. It has been pointed out that Brazil has acquired considerable technological expertise in petrochemicals manufacture, and is therefore in a position to assist Trinidad and Tobago in expanding its petrochemical industry. The area selected for development is the plastics industry. Product-cycle considerations have guided the identification of a second area for trade, the export of technology by Brazil to Trinidad and Tobago.

The benefits from trade involving the export of petrochemicals are mainly static. That is, consumption benefits could be reaped
by Brazil through access to lower-cost products, whereas benefits to Trinidad and Tobago could be in production and the diversification of trade. In the light of growing protectionism in the North, the latter benefits assume special significance.

The benefits from trade in technology are more dynamic. For Brazil they include benefits through technological learning, the upgrading of skills and the stimulation of technical change. For Trinidad and Tobago, general benefits are expected from the addition of new production facilities, but specific benefits are more important. The latter include wider resource utilization, a greater cransfer of technology, especially more appropriate technology, and more favourable terms of transfer. Benefits from South-South trade are likels to be far greater than those arising from trade between the North and the South.

While the scope for trade in the petrochemical industry is large, there remain important constraints to such trade. Future demand is likely to outstrip the supply of specific petrochemicals in Brazil. Hence future imports should be large, and the scope for trade great. However, the existence of tariff and non-tariff barriers are a major obstacle to trade, notwithstanding the fact that there have been some recent attempts to lift those barriers.

High Brazilian tariff rates for petrochemicals render most of Trinidad and Tobago products uncompetitive in the Brazilian market. In addition, non-tariff barriers such as the discretionary licensing programe are prevalent, as well as various other kinds of protection, including input subsidies. Institutional constraints are harder to analyse, but indirect evidence suggests that in the past the lack of export credit facilities and the dominance of transnational ccrporations have posed important barriers to the development of trade between Brazil and Trinidad and Tobago. Similarly, there is great scope for trade in technology, with one important constraint. Brazil has had little experience in exporting petrochemical technologies, and is unknown as a provider of such technologies. It may therefore be at a severe disadvantage then competing against suppliers from the North.

In light of the above, one clear policy recommendation appears to be that trade barriers should be dismantled. Indeed, if tariffs are lowered and non-tariff barriers removed, there will be benefits for both trading partners. Moreover, given the fact that petrochemicals imported from the North into Brazil are higher-priced than those from Trinidad and Tobago, fruitful trade expansion rather than trade diversion can be expected to take place between the two countries.

A second policy recommendation is that both countries should strengthen their trading infrastructure by augmenting the supply of resources for export credit and implementing more aggressive marketing systems. Accordingly, counter-trade possibilities could be explored in order to alicviate the problem of insufficient trade finance. Information systems that can inform prospective buyers and sellers of avallable opportunities also need to be developed.

A third policy zecomendation is that both countries should explore possibilities for joint-venture arrangements in the petrochemicals industry. One such arrangement could draw upon the natural resources of Trinidad and Tobago and the tectmological expertise of Brazil. Indeed, South-South joint ventures are considered to be particularly important, since they are known to accord special benefits in line with the development needs of the parties involved.
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# MISSPECIFICATION IN THE SOURCES-OF-GROWTH ANALYSIS: CONTRIBUTION OF THE CAPITAL INPUT IN PAKISTANA 

Shahida Wizarat** and Shabbar Abbas Jaffry***

## Introduction

In a paper by Wizarat [1] sources of manufacturing growth in Pakistan were identified and found to be consistent with the theoretical expectation that inputs are the major sources of growth in developing countries. Three problems related to those findings must now be considered. First, there are inconsistencies in the data on output, value added and industrial costs given in the Census of Manufacturing Industries [2]. Secondly, use of end-year capital stock might have caused misspecification of the capital input. Thirdly, a bias might have been introduced by relying on machinery prices alone to deflate capital in the form of buildings and machinery. In this paper each of those problems will be considered. Section $A$ is concerned with cleaning of data on output, value added and industrial costs. The capital stock series for Pakistan and the capital deflators used to deflate the two components of capital input are computed in section B . In section C the sources of manufacturing growth for Pakistan are evaluated using data derived from sections $A$ and $B$, and the estimates are compared with those provided in Wizarat [1]. Conclusions are presented in section D.

## A. Cleaning of data on outputs value added and irdustrial costs

A consistency check was performed on the data for output, value added and industrial cost. The consistency check involved subtracting industrial costs and value added from the value of output, or Q-S-N, with $Q$ being output, $S$ value added, and $N$ industrial cost. In some years, $Q-S-N$ was found not to equal the required value of zero.

The non-zero consistency problem was therefore resolved by the following means. First the original data source, the Census of Manufacturing Industries [2], was checked to find out whether errors had been made in data entry. Then an attempt was made to resolve

[^18]the inconsistency by a simple transposition of digits. A value of Q-S-N equal to nine or to some multiple of nine imp ies that the digits have been transposed. A transposition of digits was tested as a possible solution. Each value was also compared with those obtained in preceding or succeeding years to see which was most out of line. If the inconsistency was quite small, it was ignored.

## B. Revisions of capital etock data

The capital variable used in Wizarat [1] presents two difficulties. The first is the use of capital stock held at the end of the year as a measure of capital input. Capital holdings at the end of the year include capital held at the beginning of the year plus net investment (gross investment minus depreciation) during the year. Since net investment during year 1 is effective capital addition for year 2 , its inclusion with capital at the beginning of the year gives effective capital for year 2.

A second difficulty concerns the use of machinery prices to deflate capital. Since capital is composed of buildings and equipment, both the components should be deflated by their respective deflators. An aggregate capital stock deflator and an adjusted capital stock series will now be computed in an attempt to resolve the above-mentioned difficulties.

## 1. Capital deflator

The following two capital deflators were compated: a building materials price index to deflate the proportion of investant in buildings; and a machinery price index to deflate investment in machinery.

The building material price index is a composite index of the prices of cement, pig iron, timber, paints and vamishes. Those four components were aggregated using their veights in the total building material price index from 1976 to 1984. The prices were obtained from the Central Statistical Office of Pakistan [3] for the years srom 1955 to 1972, and from the Statistice Division of Pakistan [4] for the years from 1973 to 1981.

The machinery price index was obtained by multiplying the international manufacturing price index of the World Bank [5] by the exchange rater provided in the annual reports of the State Bank of Pakistan. An appropriate machinery deflator is thus obtained for all the industries, since isolated firms may be using indigenously produced capital goods. By and large, however, any aggregate large-scale manufacturing inductry will import its capital goods from abroad.

## 2. Capital stock ecrien

The first step towards building a capital stock series was to generate net annual investment for the yeara for which data are available. The following equation expresses the basic relationship:

$$
\begin{equation*}
\mathbf{K B}+\mathbf{G I}-\mathbf{D P}=\mathbf{K E} \tag{1}
\end{equation*}
$$

where $\mathrm{KB}=$ Capital stock at the Deginning of the year
GI $=$ Gross investment during the year
DP = Depreciation during the year
KE = Capital stock at the end of the year
The terms of the equation may be rewritten as follows:

$$
\begin{equation*}
\mathbf{G I}-\mathrm{DP}=\mathrm{KE}-\mathrm{KB} \tag{2}
\end{equation*}
$$

Net investment can therefore be estimated either as gross investment minus depreciation, or as capital stock at the end of the year minus capital stock at the beginning of the year. The identity on the left-hand side of the equation, that is, gross investment minus depreciation, was used to generate a net investment series. Two definitions of depreciation were applied, one being actual depreciation as a percentage of beginning-year capital stock for the years $1970 / 71$ to $1980 / 81$. The average of those percentages were then used to compute a depreciation series. The second depreciation series was generated assuming depreciaticn at 5 per cent of beginning-year capital stock.

The two depreciation series were used to generate two net investment series. Net investment I is obtained by subtracting depreciation based on the actual average percentage of depreciation in beginning-year capital stock, while net investment 2 is gross investment minus repreciation estimated at 5 per cent of beginningyear capital stock. Net investment 2 was selected for computing the capital stock series, since it appears to be free of the sharp year-to-year fluctuations characteristic of net investment 1 . The average percentage of actual depreciation, established only for the later years, does not give good esults. It produces a very high depreciation rate and creates problems in generating the net investment series.

Data on the breakdown of capital stock into buildings and equipment for 1980/81 were used to divide net investment 2 into the two components. The proportion of net investment on buildings was deflated by the building materials price index, while the proportion of net investment on machinery was deflated by the machinery price index, both indexes having been computed earlier. Net investment 3 was obtained by aggregating the two deflated components of investment. Total net investment for the intervening years was generated by interpolating total net investment for those years. A merged net

[^19]investment series was then obtained by putting together the original net investment series and the interpolated values for the intervening years.

The adjusted capital stock series was computed by starting with beginning-year capital stock available for production in year 1 , while investment in that year was assumed not to be productive until the following year. Net investnent was then added recursively in each year from the merged net investment series obtained earlier. That gave a capital stock series for each year from 1955/56 to 1980/81. Capital stock values were then selected for years for which the other data are also available. Data used in the computation of the capital stock series came from the various issues of the Census of Manufacturing Industries of Pakistan.

## C. Re-estimation and the problem of multicollinearity

Since the estimates of the sources of growth nomputed in this paper are to be compared with those computed in Wizarat [1], the same functional form will be used. The Cobb-Douglas production function may be written as:

$$
\begin{equation*}
S_{t}=A e^{\lambda t} K_{t}^{a} L_{t}^{g} \tag{3}
\end{equation*}
$$

The form of the equation that may be estimated after adding the disturbance term becomes:

$$
\begin{equation*}
\ln S_{t}=\operatorname{Ln} A+\lambda t+\alpha \operatorname{Ln} K_{t}+E \operatorname{Ln} L_{t}+\mu_{t} \tag{4}
\end{equation*}
$$

where $S=$ Value added in the large-scale manufacturing sector
$K=$ Adjusted capital stock series for the large-scale manufacturing sector
$L=$ Manufacturing employment ir the large-scale manufacturing sector
$t=$ Time trend
$\lambda=$ Technical change parameter
$a=$ Elasticity of value added with respect to capital
$\rho$ = Elasticity of value added with respert to labour
$\mu=$ Disturbance term
Equation 4 was therefore estimated using ordinary least squares in the time-series-processor package. The value of $R^{2}$ was found to be very high, while the estimated coefficients had the wrong signs and were statistically Insignificant. The possibility that multicollinearity might be involved was confirmed by inspecting the correlation matrix, since correlation between the explanatozy variables was .9 and above. Algebraically expressed, if $x$ is $a$ matrix of observations on the explanatory variables, its transpose
x'x will have large off-diagonal elements and relatively small diagonal elements.* A statistical technique known as ridge regression** resolves the multicollinearity problem by adding a matrix $D$ to $x$ 'x. By adding a matrix $D$ consisting of positive diagonal elements and zeros elsewhere, the ridge regression technique seeks to augment the main diagonal of $x$ ' $x$. The ridge estimate of $\epsilon$ is therefore given by:

$$
\hat{E}=\left(x^{\prime} x+D\right)^{-1} x^{\prime} y
$$

In the presence of multicollinearity, $\hat{\beta}$ is more stable than the ordinary-least-squares estimate of $B$. Although the technique introduces a small bias in the regression coefficients, the magnitude of the bias is quite small. Moreover, in many instances it is not possible to estimate the parameters without introducing this bias.

Equation (4) was estimated using the ridge regression technique in the time-series-processor package. The estimates, along with those obtained by estimating equation (4) using ordinary least squares on unadjusted Census of Manufacturing Industries data, are presented in table 1. The two sets of estimates show that by changing the specification of the capital input and resorting to a technique that takes care of multicollinearity, a big change occurs in the estimated coefficients.

Table 1. Coefficients used in estimating sources of growth

| Inputs | With unadjusted <br> data using ordinary <br> least squares | With adjusted <br> data using <br> ridge regression |
| :--- | :---: | :---: |
| Labour | .457 | .906 |
| Capital | .552 | .246 |
| Time trend | .043 | .036 |

Note: Coefficients in the first colum are from Wizarat [1]. Coefficients in the second colum have been obtained by estimating equation (4) using ridge regression. The ridge regrescion cption in the time-series-processor package does not give other statistics like the $\mathrm{R}^{2}$, t-statistic etc.

[^20]The estimated coefficient for labour has doubled, while that for capital has more than halved, and the estimated coefficient for time trend has declined somewhat. In Wizarat [1], the estimated values of $a$ and \& were almost 1 , implying constant returns to scale, while in this paper the sum of $\alpha$ and $f$ is 1.152 , implying increasing returns to scale in the large-scale manufacturing sector.

The values given in the second colum of table 1 were used to estimate the contribution of different sources of growth. During the period considered manufacturing value added grew at a rate of 15.12 per cent per annum. The .906 elasticity of value added with respect to labour was multiplied by the average annual rate of growth of labour input at 6.1 per cent. The contribution of labour therefore works out to be 5.5 percentage points, or 36.6 per cent (see table 2). Similarly, the contribution of capital was estimated by multiplying its growth rate of 13.9 per cent per annum by its partial elasticity, .246, yielding a capital contribution of 3.4 percentage points, or 22.6 per cent. The contribution of technological change is 3.6 percentage points, or 23.8 per cent. Moreover, is and $\delta$ add up to 1.152 , and the contribution of economies of scale was estimated, following Denison [7], to be $0.152 / 1.152 \times$ $15.12=2.0$ percentage points, or 13.2 per cent. All these sources of growth add up to 96.2 per cent, leaving 3.8 per cent attributable to unidentified sources.

Table 2. Estimates of the sources of growth

| Inputs | With unadjusted <br> data using ordinary <br> least squares | With adjusted <br> data using <br> ridge regression |
| :--- | :---: | :---: |
|  | 18.5 | 36.6 |
| Labour | 53.6 | 22.6 |
| Capital | 28.7 | 23.8 |
| Time trend | - | 13.2 |
| Economies of scale | - | - |
| Residual | 100.0 | 100.0 |
| $\quad$ Total |  |  |

Changes in the estimated values of the production coefficients have had a substantial impact on the contribution of different sources to the growth of manufacturing value added, as may be seen from table 2. Owing to a big increase in the partial elasticity with respect to labour, the contribution of labour has doubled from the 18.5 per cent estimated in Wizarat [1] to 36.6 per cent in this paper. The most starting finding is the decline in the contribution of capital from 53.6 per cent to only 22.6 per cent. This finding is highly significant, for it shows that if the capital input is correctly specified, its contribution to growth is much less than whas would be found by less sophisticated methods. The contributio." of technological change has declined from the previous
level of 28.7 per cent to 23.8 per cent in this paper. The contribution of economies of scale was nil in the earlier paper, whereas they are now estimated to contribute 13.2 per cent to the growth process. Having quantified the contribution of inputs, technological change and economies of scale, the small remaining percentage of growth accounted for by unidentified sources may be attributed to residual factors such as improvement in skills.

## D. Conclusions

Improved methods of estimating the capital input by means of a more accurate deflator and the use of ridge regression to remove multicollinearity have reduced the contribution of capital to manufacturing value added by more than a half, from 53.6 per cent to only 22.6 per cent, whereas the contribution of labour has doubled, from 18.5 per cent to 36.6 per cent. Such findings come close to those of Corea [8] for Brazil, Colombia and Honduras, Voloudakis [9] for Greece, and Lampman [10] for the Philippines, all of whom found labour to be a more important source of growth than capital. The contribution of technological change declined from 28.7 per cent to 23.8 per cent. The contribution of economies of scale to the growth process, nil in Wizarat [1], is estimated at 13.2 per cent in this paper. It must be acknowledged that a small bias might have been introduced by resorting to ridge regression, but if the alternative is no estimates at all or estimates that suffer from a small bias, then the latter is preferable.
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# L'industrie du logiciel : les pays en développenent et le marché mondial 

Eoin Gahan

L'étude a pour principal objet l'environnement technico-économique qui est celui de la production de logiciel; elle passe en revue quelquestuns des facteurs qui sont à l'origine aussi bien des difficultés que connaissent les entreprises productrices de logiciel que des possibilités qui leur sont offertes. L'accent est mis sur le dosage de facteurs, linteraction des tendances technologiques et comerciales dans le domaine du matériel et du logiciel, le rôle - positif ou négatif - de la politique industrielle dans la croassance de lindustrie, et les caractéristiques d'une stratégie efficace a l'échelon de 1'entreprise.

L'étude commence par un examen des concepts et des définitions employés. Les principaux acteurs et groupes à l'oeurre dans l'industrie, ainsi que les fonctions qu'ils remplissent, sont analycés dans la section $B$. Les tendances récentes dans le domaine du matériel font l'objet de la section $C$. l'accent étant mis sur leurs relations avec les tendances dans le domaine du logiciel, dont les principales sont étudiées dans la section $D$.

Enfin, les conclusions de l'étude, sous la forme de considérations stratégiques à lintention des producteurs de logiciel, cont présentées brièvement dans la section E.

## Faillite d'entrapaises dang l'induetrie manufacturièe grecque: quelquer réflexions en vue d'une politique

George H. Ratsos et Joseph N. Lekakis

Les auteurs écudient les enseignements de 1 'échec ce certaines entreprises manufacturières grecques dans un double contexte, micro et macro-économique. L'échec est conditionné ia la fois par des facteurs internes à lentreprise et des facteurs acro-économiques axternes. Les facteurs internes sont rattachés au type et ia qualité de la gestíon, tandis que les facteurs externes comprennent les conditions et politiques macro-economiques. Aux fins de déterminer l'importance relative des facteurs en jeu dans la
faillite des entreprises, il est procédé au calcul d'un modèle d'analyse discriminante et des tests de gestion rationnelle d'entreprises solvables et insolvables sont effectués. Les conditions qui commandent les coûts, les prix et la demande sont examinées. On conclut que les faillites d'entreprises ont résulté d'une combinaison de facteurs internes et de facteurs macro-économiques externes. De nouvelles orientations sont suggérées.

# Les possibilités d'échange de biens et de services entre pays en développement : un exeqple tiré de l'industrie pétrochirique 

Elizabeth Parsan

L'article est consacré à l'examen des possibilités de comerce Sud-Sud dans le domaine de 1 'industrie pétrochimique entre deux pays se trouvant à différents degrés de développement, le Brésil et Trinité-et-Tobago. Il ressort d'une analyse de leurs ressources que la Trinité-et-Tobago pourrait exporter certalns produits pétrochiniques au Brésil, lequel pourrait fournir de la technologie destinée au développesent de l'industrie pétrochimique trinidanienne. Des liens commerciaux de ce type devraient faciliter 1'expansion dts échanges et assurer dimportants avantages, statiques comme dynamiques, aux deux partenaiyes. Cependant, il est relevé que les obstacles existants, notanment les barrièzes tarifaires et non tarifaires, ont entravé le développement du somerce. Diverses mesures d'ordre politique sont par conséquent suggérées pour éliminer ces obstacles.

Etimation def sourcer de croigrance: ia contribution des apporte de capital au Pakistan

Shahida Wizarat et Shabbar Abbas Jaffry

Il ressort de l'analyse présentée dans l'article qu'une spécification plus précise des apports de capital et l'emploi d'une méthode qui prend en compte la colinéarité, permettraient de réduire de plus de moitié la contribution des apports de capital à la croisaance de la valeur ajoutée dans l'industrie manufacturière, et de doubler, ou presque, celle du travail. Le modele perfectionné, appliqué au Pakistan, attribue pour une part la croissance de la valeur ajoutée aux économies d'échelle, à la différence du modèle classique dans lequel la contribution de cette source eat égale à zéro.

## EXTT ACTO

$\frac{\text { La industria de? "software": los paises en desarrollo y }}{\text { el mercado mondial }}$
Eoin Gahan

Rste estudio trata de las condiciones tecnoeconómicas en que tiene lugar la producción de "software". y contiene un analisis de algunas de las fuerzas que en esta industria crean dificultades o brindan oportunidades a las empresas. Se concede atención especial a la combinación de fuerzas, a la interacción entre las tendencias, tanto tecnológicas como comerciales, del "hardware" $y$ del "software", al papel desempeñado por la politica industrial como favorecedora u obstaculizadora del crecimiento de la industria $y$ en las caracteristicas de una estrategia eficaz a nivel de empresa.

El estudio se inicia con un examen de conceptos y definiciones. En la sección $B$ se analizan los agentes bísicos, los grupos que actúan en la industria $y$ las funciones que ejercen. La sección $C$ trata de las tendencias recientes del "hardware", con expecial referencia a su relación con las tendencias del "software", las mas importantes de las cuales se examinan en la sección $D$.

El estudio termina con un resumen de conclusiones, en forma de consideraciones estratégicas destinsias a los fabricantes de "software", que figura en la sección $E$.

## El fracaso de las empresas en la industria manufacturera de Grecia: alqunas pruebas para la adopeion de politicas

George H. Katsos y Joseph N. Lekakis

En este documento se examina, en doble marco de la micro y la macroeconomia, la experiencia de empresas manufactureras griegas que fracasaron. El fracaso es consecuencia tanto de factores internos de la empresa cono de factores externos agregados. Los primeros tienen que ver con t tipo y la caliuaj de la gestión, mientras que loz segundos se refieren a las condiciones y políticas macroeconomicas. Con el in de calibrar la importancia relativa de los factores que intervienen en el fracaso de las empresas, se evalúa un modelo de andiasis discriminatorio $y$ se realizan pruebas de gestion eficaz en empresas solventes insolventer. se examinan las condiciones en materia de costos, precios y demanda. La conclusion es que los tracasos de las empresas se deben a una ccmbinacion de factores internos de la empresa y de factores externos agregados, $y$ se sugieren cambios de politica.

El potencial de comercio de bienes $y$ servicios entre paises en desarrollo: un ejemplo de la industria petroquieica

En este documento se examina el potencial del comercio Sur-Sur en la industria petroquimica, tomando como ejemplo dos paises que se encuentran en distintas fases de desarrollo: Brasily Trinidad y Tabago. El analisis de los recursos de este ultimo permite ver que tiene posibilidades de exportar al Brasil determinados productos petroquinicos, $y$ que el Brasil. a su vez, podria proporcionar a Trinidad $y$ Tabago tecnologia para el desarrollo de st industria petroquimica. Cabe esperar que tales relaciones comercie es faciiiten la expansión del comercio y produzcan importantes beneficios, tanto estáticos como dinámicos, a ambos interlocutores comerciales. Se hace notar, sin embargo, que existen obstáculos, especialmente las barreras arancelarias $y$ no arancelarias, que vienen dificultando el desarrollo del comercio. En vista de ello, se sugieren varias medidas de politica para eliminar tales obstáculos.

## Estimación de las fuentes de crecieiento: la cutribución del insumo de capital en el pakistán

Shahida Wizarat y Shabbar Abbas Jaffry

El análisis presentado en este documento muestra que, especificando mejor los insumos de capital necesarios, y utilizando una metodologia que tenga en cuenta la colinealidid, se reduce en mís de la mitad la contribución de los insumos de capital al creciaiento del valor anadido manufacturero, mientras que casi se dobla la contribución de la mano de obra. El modelo mejorado, aplicado al Pakistan, atribuye cierta proporion de crecimiento del valor añadido a las cconomias de escala, a diferencia del modelo convencional según el cual la contribución de las mismas es nula.
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[^0]:    *This is in fact the case with the IBM Personal Computer System 2 and Apple Macintosh computers, both of which use the ame size diskete ( 3.5 inch, or 8.7 cm ).

[^1]:    * But not necessarily in familiar ways: the construction of "macros" in spreadsheet applications, and even the storing of key sequences in a function key is a kind of programing and thus amounts to sof tware creation.

[^2]:    *See also [11]. For an illustration of the official standards development process, see [12], p. 96.
    **See [13]. Many successful commercial software developments can also lead to official standards subsequently, such as IBM's data base access language SQL, which is the subject of a proposed ANSI standard.

[^3]:    *For detailed descriptions of some RISC processors, see [14]. However, the article referred to does not cover important new RISC processors such as the Sun SPARC and the Motorola 8800.
    ** In fact, wicroprocessors do nct always fit neally into one of these categories. The intel 8088 was the heart of the original lay personal computer: it had a 16 -bit calculating capability but an 8-bit data bus.

[^4]:    Wee also [18] for some commercial issues in parallel supercomputing and the role of IBM and Cray. On some differing views on the future of parallel processing see [19].

[^5]:    *A 14 -inch WORM disk holds 6.8 gigabytes ( 6,800 megabytes) and typically costs $\$ 750$ (1987). The 5.25 inch ( 13.33 cm ) size, holding 0.8 gigabytes, is becoming popular in "juhebox" systems. it costs \$125. CD-ROM unit costs are much lower, but there is a fixed cost of about $\$ 15,000$. See [23]. However, mastering costa as low as $\$ 1,500$ and duplication costs of $\$ 2$ have now been reported [24].

[^6]:    *The movement from a "Ptolemaic" to a "Copernican" concept of data processing is described in [25]. For a general introduction to data base ideas, see [26].
    **Multi-user operating systems are available for many models of personal or microcomputers such as XENIX (a form of UNIX) from Microsoft Corporation. However, the overwhelming ciajority of such computers have single-user operating systems.

[^7]:    *See [28], as reported in Data. Procersing Digent, October 1986. See also [29]. The first step has been the preparation of the x/Open Portability Guide, describing the common applications environment (CAE).
    **Posix is a standard for interfacing with UNIX, set by the Institute of Electrical and Electronic Engineers (IEEE 100 3.1). See [30].
    ***The Software Foundation is supported by Apollo Computer, Group Bull, DEC, Hewlett Packard, IBM, Nixdorf and Siemens. See [32], p. 62. Its work will be based on the IBM version of UNIX, called AIX.
    ***The standardization work of $\mathrm{X} / \mathrm{Open}$ is concerned not only with UNIX but with applications languages, so that an application may be written in a certain form of COBOL or FORTRAN and then run on any X/Open standard computer without the source code having to be changed. X/Open is including SQL (see following section 4) in the next version of CAE.

[^8]:    *These criteria were set out in Codd [42]. More recentiy, Codd is reported as having increased the number of rules to ió features grouped in 13 clagses. See [43].
    **Rxcept in so far as it contributes to a slow-down in access times.

    由由HFor definitions of CAD, CAM, CIM etc. see [12], annex I, Pp. 149-158.

[^9]:    *For instance, a recent article [53] setting out the conditions for a successful expert system project sperifically mentions the need for training in the LISP language. For a comparison of LISP and PROLOG sce (54].
    **On problems of assessing expert system development see [55], as reported in [56].

[^10]:    *The best-known work on this subject is [58].

[^11]:    - It is not an absoi, ute control, because to raise rents too much would open the door to rival producer. But the inconvenience of transferring to another software syatem would in any case deter many from changing.

[^12]:    *Filling gaps, as a strategy, involves an appreciation of many aspects of hardware and software. It may also involve working with hardware directly to such an extent that the operation may seem more like hardware manufacturing. But in fact there is no physical transformation of the materials, apart from the linking of chips and connectors together. The exact pactern of linkage may be unique but it uses printed circuit board techniques that are well understood. The real contribution and the source of value added comes from the software, which can be cmbodied in read-only memories (ROMs), erasable programable read-only memories (EPROMs), electrically erasable programable read-only memories (EEPRONs) and application-tipecific integrated circuits (ASICs).

[^13]:    *Representation at these fairs of the new software compeny is another matter and often an expensive one. The average cost of the space for a stand at CeBIT is 200 deutsche mark (DM) per square metre, and to this must be added the construction of the atand and many other associated costs. The total expenditures of siemens in 1989 was DM 8 million. See [66].

    由Wee [67]. On the terms and conditions of software sales, see (68).

[^14]:    *Research Associates, Centre of Planning and Economic Research, 22 Hippokratous Street, 10680 Athens, Greece. The views expressed in this paper are solely those of the authors.

[^15]:    *The term 'NICs' is used extensively ro describe developing economies, be they countries, provinces or areas, where there has been particularly rapid induetrial growth.

[^16]:    An fact, Trinidad and Tobago is the world's second largest exporter of ammonia [19].
    **United States production costs of ammonia, for example, are 27 per cent higher than those in Trinidad and Tobago (see [18]).
    ** In 1987, Trinidad and Tobago exported 35,600 tonnes of ammonia and 35,300 tonnes of urea to Brazil [13).

[^17]:    *In 1986 Brazil recorded a total external debt of $\$ 110.7$ billion, the sarvicing of which accounted for 33.2 per cent of ite exports of goode. Trinidat and Tobago han a smaller debt ( $\$ 1.4$ billion) and lower debt-service ratio ( 15.8 per cent), but given its small size, its debt situation is perhaps equally burdensome [30].

[^18]:    *Acknowledgement is due to William F. Steel, Senior Industrial Economist, World Bank, whose comments on an earlier paper contributed to this article. Thanks are also due to Professor Stephen W. Davies, University of East Anglia, and Tariq Banuri, Visiting Economist, Applied Economics Research Centre, University of Karachi, for their comments.
    **Applied Economics Research Centre, University of Karachi, Pakistan.
    ***Portsmouth Polytechnic, Portamouth, England.

[^19]:    *Pirst the identity or the right-hand side was used to generate a net invest...int series. However, the series showed wild yearly fluctuations, and might yield strange results. The procedure was therefore abandoned.

[^20]:    H In the extreme case of perfect multicollinearity, x'x becomes a singular matrix, its determinant is zero, and its inverse does not exist.

