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Explanatory notes 

Reference to "dollars" ($) are to United States dollars. 

Mention or firm names and commercial products does not imply the 

endorsement or UNIDO. 
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SU--ary 

Software production is emerging as one of the most important 

services in this age of information-driven technology. This makes 
it crucial to examine the organisation and modalities of software 
production, especially as it applies to developing countries. 
Iaporting software that is unstructured and polluted from 
industrialised countries has to be handled with the utaost care 
and consideration. 

The study describes the great ~utential of software 
developaent in devel~ping co·~ntries through North-South 
co-operation, based on the encouraging success of Singapore. It 
discusses new techniques of software production in so-called 
software production environments, along the lines of Japan's fifth 
generation computer project. Drawing on his experiences as the 

co-founder of a German software house, the author presents 
suggestions on installing a software house in developing countries 
and considers the economic issues. 

The major contribution of the eeport is a series of 

recommendations for promotional action on software development. 
The idea for a Technology Transfer Centre and an international 
Centre for Microelectronic Applications and Software (MAS) is 
explored, including a range of activities that can be undertaken. 
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Introduction 

Microcomputers have a low energy consumption and do not pol­
lute our world. Software systems on microcomputers have shown 

enormous problem-solving power and capabilities. Industridlised 
societies are being transformed into information and services so­

cieties. Information is getting a production factor. It is there­
fore extremely iaportant that developing countries develop 
national policies for introducing hardware distribution and 

~oftware production capabilities. 

Computer science experts in developed countries are rare and 

command a high price. Education standards in developing countries 
are rather high. These factors present a great opportunity to 

build up a fruitful North-South cooperation in software trade and 
production. Developed country experience with industrialised­
oriented software production has h&d a relatively brief history. 

Therefore, a careful penetration into this market segment seems to 

be feasible for developing countries. 

Techniques and tools in computer science are developing fast 
and continuous monitoring of developments is necessary. Personnel 

costs will continue to increase in the future, so it is important 
to avoid individualised programming and to develop industry-orien-

ted techniques and methods for software production. Software 
duction units, often called software houses, have to be built 

like other industrial ~ompanies • 

pro­
up 
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I. UILYSIS Of' SOn'VARE PRODUCTIOI PROCESSES II DEYELOPED 

CODTRIES 

In building large sbft~1are s7stems and complex information 

systeas, we are addressing a semantic realm and a complexity which 
cannot be covered by one known technique or by one set of tools. 

Ve have to bring our theoretical knowledge and cur practical and 
engineering-oriented experience together to be more successful in 

solving these coaplex problems. 

Results from complexity theory show that decision algorithms 

grow superexponentially even for trivial problems. We need a con­
struction primer, like architects and engineers. We have to be 
able to predict the behaviour of our information systems before 
implementing them. We have to be able to plan them in advance, and 
we have to look at the consequences from the technological point 

of view. 

Since we can prove the correctness of a program according to 

its formal specifications only for small problems, we have to sup-,, 
port the specification definition process. If the specification of 

a solution is wrong, then the correctness proof is useless. The 
program was the center of gravity in the last 30 years of da~a 

processing. This was a P~olemaic conception of the world of data 
processing (Fig. 1a). Since 1970, our understanding towards a Co­
pernican view of data processing (Fig. 1b) has been developing. 

I 
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fig. la: "PTOLEMAIC" conception of the world of data processing 

Progiw 

fig. lb: "COPERNICAN" conception or the wo~ld or data processing 

........ Prugi•ll 

.,....... 1 ........ =rildon- - - - - -, 

--...;..1~_._l--1 
L- - - -

One step towards building more consistent systems was the 
development of data base management systems. These systems allowed 
many users to have simultaneous access to big data bases. Up to 
1000 application prorrams are built upon s~ch a data base. Each 
program can, theoretically, have a different logical view or the 
physical data base. The application programs are data-independent. 

Phyaical reconstruction or the data baa~ does not influence the 
a;,JpU.cation program. In modern data base management systems, map­
ping parts or the real world into a data base follows the concep­
tion of Fig. 2. 
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Fig. 2: Mapping parts of the real world into a data base 

(coexistence model) 
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After a filter process of information selection dependent on 
a specific application, each user has an individual mental user 
vieti. An essential prerequisite for people to understand each ot­
her is a conceptual basis, a basic terminology and construction 
rules with which to construct compound concepts. This yields to 
so-called modified user views, now semantically compatible. In a 
man-machine-communication process, these prerequisites have to be 
stated formally in external and conceptual schemes according to 
the three-level systems architecture of ANSI (American National 
Standards Institute). After the modified user view has been stated 
in notations, the notations are mapped through several levels down 
to the physical data base. 
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Besides the developaent of generalised data base 
systeas, big specialised worldwide on-line systems 
built. A skeleton of frequencies is tabulated in Fig. 3. 

management 
have been 

Fig. 3: Skeleton of frequencies of information systems 
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These developments have shown that we have reached our capa­
bility threshold of handling complex problems. Results of comple­
xity theory say that the number of decision algorithm steps, even 
for trivial problems, grows superexponentially (/RA74/) and that 
we can prove correctness only for tiny problems. 

Also from the practical side, we know that big operating 
systems and data base management systems contain 150-300 errors. 
Today we realise that the first steps of the problem-solving pro­
cess ~ere fully underestimated, that our systems architecture did 
not support evolutionary systems and that we have not developed 
enough tools to support the different phases of systems develop­
ment (see fig. 4). DAVIS and VICK (/Da77/) estimate a 70 per cent 
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failure rate in the first phases of the problem solving process. 

Limitations for algorithaic aodelling and a discussion on 
hov to cope with coaplexity can be found in /Ch80a/,/Scn76/ and 

/Scn80/. 

Fig. ': Qualitative person power estimates for the different 
phases o~ the systems developaent process 

... ...... 

The facts imply that techniques and tools for information 

system development (see /Scn79/) are needed urgently. Fig. 5 out­
lines criteria fo~ evaluation of information systems specificati­
on, realisation, information systems and tools. Thi~ list can by 
no means be considered complete, but it does reflect prerequisites 

for a conceptual basis and the corresponding languages. 
I 
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Fig. 5: Criteria for the evaluation or information systems 
s~ecification concepts and languages 

* IRDEPEKDENCE Of THE PROBLEM STRUCTURE 
* INDEPENDENCE Of THE PROBLEM SIZE 
* IRDEPERDERCX Of THE DATA PROCESSING CONCEPTS AND TOOLS 
* COMPLETENESS Of CONCEPTS 

(ACTIVITIES, DATA STRUCTURES, PRECEDENCE, CONTROL 
FLOW, DATA FLOW) 

* STRUCTURAL POWER 
(TREE, ACYCLIC G'APHS, GERERAL GRAPHS) 

* APPLICABILITY TO ORGANISATION AND/OR DP 
* EASE Of LEARNING AND TEACHING 
* ABSTRACTlON/REFINEHENT-HOMOMORPHISHS ON THE ACTIVITY 

AND/OR THE INFORMATION SIDE 
• TERMINOLOGICAL CONTROL, SEMANTICS FORMALISATION, 

REPRESENTATION Of KNOWLEDGE 
* FLEXIBILITY IN CHANGES 
* SUPPORT Of THE WHOLE LIFE CYCLE Of PROBLEM-SOLVING 
• THEORETICAL BASIS EXISTING 

In this subject area, many formal methods have been applied. 
Interested readers are referred to the following papers: 
/Go80!, /Go80a/, /Ham79/, /Li79/, /Me75/, /Mu79/, /Sce80/, /Se80/. 
Other information systems developm~nt methodologies are described 
ln /Al78/, /Ja77/, /Sa82/, /Scn82al, /Scn82b/, /Scn82c/. 

The following theses describe the situation of the data pro­
cessing market in developed countries: 

Thesis 1: Hore and more companies utilise data processing inter­
nally and in their r~od~cts. Therefore data processing is a matter 
of concern to top management. 
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Thesis 2: The industrial society is in transition towards an in­
formation society. Information has to be evaluated and consequent­

ly introduced in balance sheets. 

Thesis 3: The speed of acting on the market will be the crucial 

measu~e of competence of a company in the future. The swiftness of 
information gathering, processing and transferring is an uneondi­

tional prerequisite for the secured existence of a company. 

Thesis 4: All functional units of a company will be part of an 
integrated company information system. Decentralised organisation 
and data processing will be linked with centralised information 

management. 

Thesis 5: Software, not hardware, has become the decisive cost and 
evaluation factor when introducing and following up data proces­

sing solutions. 

Besides office automation, the area of computer-integrated 

manufacturing (CIM) will be of greatest interest for the future. 
One of the major developments of the past five years in data pro­
cessing is the integration of commercial ~ata processing, text 
processing, engineering data processing (computer-aided design, 

computer-aided manufacturing, computer-aided engineering, or CAD, 
CAM, CAE), process control and telecommunicati~n. As a consequen­
ce, the various information islands in the company are linked to­
gether, yielding computer-integrated manufacturing of the third 
and fourth generations (see Fig. 6). All information units concer­
ning order entry, product design, analysis and simulation, process 

control, quality assurance, material handling, assembly inspecti­
on, test, inventory control and shipping are handled by the same 

data base. 
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Fig. 6: Information islands are linked together 
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It is essential for companies to create the position of in­
formation manager. The manager should be responsible for the whole 
information flow within the company and for introducing concepts 
and tools of information technology in the company products. The 
manager must be part of top management and must head the informa­
tion center in which all information about the company, its pro­
ducts, the market, existing and future technologies and legislati­
on flow together. Furthermore, the information manager must co-or­
dinate the co-operation of the various departments, consultants, 
organisational people, staff union, revisers and staff responsi­

ble for data protection. 

The available information allows an exact charting of the 

company's strategic and tactical moves and the simulation of al­
ternative decision strategies. Existing methods and software tools 
from econometrics, operations research and system dynamics must be 
extended and developed. 
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II. TIBIDS Ill THI SOfTllUE IWIDT D DDBLOPED COUITIIES 

The following trends are predicted by a London aarket survey 
coapany, IIPUT Ltd. A $'8 billion inforaation services aarket by 
1991 is predicted for Vestern Europe. 

• The overall aarket for inf oraation services 
country markets of Western Europe (France, 
Kingdoa and the federal Republic of Geraany) 
OD in 1986. 

in the four aajor 
Italy, the United 

exceeded $18 billi-

• This aarket is estiaated to grow at an average annual growth 
rate of 21 per cent. to reach $'8 billion by 1991. 

• The highest levels of growth will be in the software products 
and professional services sectors: 2' per cent average annual 
growth rate. Each will increase its absolute share of the mar­
ket, largely at the expense of processing and network services. 

• The integrated systems sector is expected to grow at the slight­
ly lover annual growth rate of 23 per cent to represent nearly a 
quarter of the market in 1991 (up from 21 per cent in 1985). 

• Processing and network services is expect c to achieve only 8 
per cent annual average growth to 1991. Thus, this sector, re­
presenting nearly 25 per cent of the 1985 market, will fall to a 
13 per cent share of the 1991 market. 

• Each of these major industry sectors is discussed in more detail 
below. A pie chart (Fig. 7) shows the total market in 1986 and 
the predicted one for 1991. 
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Fig.7: $'8 billion services market by 1991 (Western Europe) 

Total Market 198& = $18.48 

Total llarket 1991 = $48.28 

D Integrated ro Processing and Fl Software 
Systems ~ Network Services U Products 

Processing and network services .. rket growth 

~ Professional 
E3 Services 

• INPUT forecasts that the processing and network services sector 
will achieve an average annual growth rate of 8 per cent , expan­
ding revenues from $4.1 billion in 1986 to $6.1 billion by 1991 
(see Fig. 8). 

• The most significant driving force for growth during this five­
year forecast period is the convergence of computing and tele­
communications technology. 

• The development ~f value-added network services (VANS) is provi­
ding major new c~portunities for services vendors in the increa­
singly liberalised Western European telecommunications environ­
ments. 
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• Processing facilities management and network facilities manage­
aent are e.erging as i•portant opportunities. The •arket is 

being driven by new requirements for increasingly co•plex ser­
vice solutions. Tha provision of professional services and so~­

ware can far outweigh the processi~ element in the service. 

• Processing and network service vendors •ust refocus their stra­
tegic thrust towards market niches in specialist application 

areas. In addition, it is i•portant for vendors to develop a 
total service orientation that augments basic processing ser­
vices with tbe provision of specialist application software and 

consultancy expertise. 

• Trends towards the developaent of departmental systems are pro­
viding total service oppcrtunities as vendors can leverage their 

knowledge of specialised markets in combination with expertise 

in the provision of networked systems. 

I I I 

Fig.8: Processing and network services market growth 

(average annual growth rate) 
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llet110rk ser.ice directions 

• The major impact of computer/communications convergence on the 

information services industry has been long heralded and is well 

understood. 

• Within Western Europe, the particular role or the PTTs and the 
vast financial resources required to build a major network capa­

bility determine the emerging structure of this new sector. 

• fundamentally, this can be viewed at three levels. 

• The monopoly or duopoly of basic telecommunications bearer ser­

vices that exist in Europe determines the top level. 

• At the next level, the possibility exists of developing major 

service network capability. Clearly, a number of service compa­
nies, notably GEISCO and McDonnell Douglas, already offer com­

prehensive services of this kind. 

• Increasing technical capabilities as a result of convergence are 
making large companies like GE, IBM and EDS offer managed data 

network services or VANS. 

• At the third level, a highly fragmented sector is anticipated in 
which many organisations, several small and highly specialised, 

will offer particular services (VANS). 

• These organisations are likely to purchase network capacity from 
second-level vendors and will generate value-added on the basis 
of the data or related information services that they can provi­

de to their clients. 

• Examples of these services include electronic data interchange 
(EDI), on-line data base services, and electronic tunds transter 
(lfT). 
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Sortvare products market ~b 

• IRPUT forecasts a gradual aaturation or the sortvarr- products 
market and a slowdown in growth rates in the period up to 1991. 

• The four major European country aarkets are expected to grow at 
an annual rate or 26 per cent for the period through 1988 to 

reach $7.3 billion. Growth is expected to fall to 23 per cent 
during the period 1988 through 1991, with the aarket size expec­

ted ~o reach nearly $14 billion (see fig. 9). 

• One or the major threats to the growth or the software products 
aarket is the decline in prices for low-end products resulting 
largely from highly coapetitive •coaaodity-like• characteristics 

in the personal coaputer (PC) area. 

• Consideration also bas to be given to the capability of organi­
sations and individuals to continuously absorb new products. 

• Nevertheless, marketing clearly superior value-added software 
products in key application areas will continue to offer major 

opportunities. 

• Major customer bases, hitherto not great absorbers of software 
application packages (e.g., the VAX BASE), are likely to repre­

sent a sizeable opportunity in this five-year time .l"raae. 
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Fig.,: Software products market growth 

(average annual growth rate) 

15 $13.7 

10 

• 5 

Son.are Teador outlook 

• Tbe aarketplace for software products remains fast-changing and 
provides rapidly growing opportunities. 

• ICey characteristics are the shortening life cycles for prod1.cts, 

the coapetitive turmoil, the ever-present threat in the c~mplex 

systeas area from the professional services approach, and the 
unforeseen activities of the equipment manufacturers. 

• Iaportant vendor concerns must be to constantly improve or re­

place products in order to remain "state-of-the-art" and, per­
haps more importantly, keep abre~st of rapid changes in market 
demand. 

• As "low-end" product prices continue to fall, greater emphasis 

will need to be placed on unique (and valuable) features to pro­
ducts that will be able to justify higher prices in order to 
cover heavy development and marketing costs. 
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• Major new op- ~rtunities over the next five ye. rs are seen in 
areas like the application of artificial intellig~nce technology 

to software products in general. 

• Exciting opportunities are also seen in the area of productivity 
tools. The application of artificial intelligence technology to 

this area will be significant. 

• Increasing specialisation is also observed in the software pro­
ducts market. Vendors will need to provide products targetted at 

specialist markets and to demonstrate their knowledge of the re­
levant business areas wh3n marketing and supporting the pro-

ducts. 

Protessional serYices aarket growth 

• INPUT estimates the gl'owth rate of the professional services 
sector at around 25 per cent per year, leading to an annual mar­
ket of $9 billion in the four major countries of Western Europe 

by 1988 (see Fig. 10). 

• In the longer term, uncertainties surrounding the availability 
of skilled staff and the speed with which productivity develop­
ment tools can be utilised are likely to represent supply-side 

constraints. 

* On the demand side, there are many development opportunities as 

users increasingly sbek total service solutions. 
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• Education and training has emerged as major opportunities due 

to: 

- rapid changes in technology; 
growing complexity of software development tools; and, 

- increased penetration of microcomputers among in­

experienced end-users. 

• The provision of consultancy services is growing in importance 

as users seek to implement company-wide systems strategies. 

• Specialisation is the key to success in systems implementation 

owing to the proliferation of increasingly complex technology 

and the need to demonstrate specific knowledge of target sec­

tors. 

Fig.iO: Professional services market growth 

(average annual growth rate) 
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Protessional serTices trends 

• The trend towards the use of information systems as a key stra­
tegic weapon is increasing the demand for protessional services. 

• The inc~eased demand for large and complex systems, particularly 
those dependent on telecommunications networks, leads to the 
need for contractors to take on overall responsibility for 

systams integration projects. 

• A key trend here is the move towards prime contracting and the 

emergence of systems integrators. 

• Factors stimulating the systems integration marketplace include: 

- scarcity of skills by one vendor for developing 

a total complex automated solution; and, 
- proliferation of technological options, producing 

buyer challenges and system compatibility changes. 

* Consultan~y services are being utilised in areas where rapid 

technological development leads to a scarcity of in-house 
skills. Telecommunications and expert systems are good examples 

of this. 

* The "Big Eight" accounting firms have increased the market for 
professional services and have enhanced levels of professiona­

lism in the sector. However, there is still a cloud over the 
ethical issue of impartiality in their auditing activities. 
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Integrated systell&s market growth 

• The integrated systems .. rket enco•passes three main areas: 
CAD/CAM, small- to medium-sized business systeas, and specialist 
vertical or niche market syste11a. Vendors typically provide a 

combination of hardware, software and services. 

• Currently, Europe is experiencing a relatively high rate of 
growth (25 per cent average annual growth rate). INPUT forecasts 

that the market will reach $11.5 billion in 1991, having reached 
$6.1 billion by 1988 from its level of $3.9 billion in 1986 (see 
fig. 11). 
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• The major forces driving this growth are: 

- Increased awareness or the use or auto.ation 
as a aajor coapetitive weapon. This attitude 
is fuelling de11and for rapid impleaentation, 

which favours •ready-to-go• integrated systems 

solutions. 

The increasing appeal of a "one-stop• service, 
relieving confused buyers or a tiae-consuming, 
coaplex and error-prone approach to hardware/ 

software evaluation and selection. 

- The continuously improving price/performance of 
both mini- and microcomputers, opening up new 

markets by lowering the entry threshold of 

integrated system solutions. 

- The healthy growth of the software products 
marketplace. Integrated systems vendors will 
have a constantly expanding menu of innovative 

software solutions available for bundling into 

a total integrated system. 

Integrated systems challenges 

• Increasing specialisation of user needs has allowed vendors to 
leverage expertise in specific market segments. It is important 
that vendors provide all the value-added service factors for 

specialist markets. 

• The provision or implementation, consultancy and support is a 
key success factor. Specifically, it is suggested that vendors 
consider undertaking more extensive pre-installation systems 
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consulting, education of users in the managemen~ principles 

underlying the architecture of the application, and innovative 
hardware/software problem reconciliation ~ethods (e.g., remo~e 
diagnostics and on-line access to fault diagnostics data bases). 

* Sophisticated software engineering is a major challenge, and it 
is suggested that vendcrs focus on multi-user applications and 
the customisation of standard modules of software in order to 
enhance development productivity and maximise market penetra­

tion. 

* The CAD/CAM market has undergone a mild "shake-out" phase as 
vendors have adjusted to slowing growth rates, falling unit pri­
ces, and increasing implementation of CAD systems on standard 

hardware (especially microco•puters) rather than expensive pro­
prietary systems. It is suggested that vendors concentrate on 
growing opportunities in software publishing and the provision 
of value-added via comprehensive support, consultancy, and 

training services. 

Conclusions 

The ratio of hardware to software costs has now reached 

50:50. Software costs will still increase rapidly and hardware 
costs will fall constantly. The application software market is 
growing substantially in specific key application areas. This will 

offer a mature opportunity to software houses working in these 
areas. The available applic~tion software is unstructured and pol­
luted, requiring high maintenance costs. The application software 

has therefore to be sanitised in the next 15 to 20 years. The only 
chance of improving the software quality is to build highly-sophi­

sticated software development environments. 

All of this implies an increasing growth in the areas of 

software products and professional services. Their average annual 
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growth rate will reach 24 per cent in 1987 to 1991. The integrated 

systems sectcr is expected to grow at a slightly lover annual 

growth rate of 23 per cent. The processing and network services 

sector cannot hold its share of 25 per cent in 1985 and will fall 

to a 13 per cent share of the market in 1991. 

The emphasis on introducing 

individual software development will 

education and training. This area has 

professionally. 

software products instead of 

lead to a continuous gap in 
to be developed much more 



- 23 -

III. TBB STATE Of SYSTEMS DEYELOPMEIT 1111> SYSTEMS lPPLIClTIO• I• 
DEYELOPIIG COUllTBIBS 

Software pollution: lessons for deYeloping countries 

The state-of-the-art in data processing in industrialised 
countries is not worth imitating. Through rationalisation of hard­

ware production, the hardware/software cost-ratio is now 20:80 and 
~s predicted to be 10:90 in 1988. Programming staff in industry 
and in public administration devote 80-90 per cent of their total 
manpower to software maintenance. The value of installed applica­
tion software worldwide is about $ 150 billion to $ 200 billion. 

Nearly all these software systems are badly structured and diffi­

cult to maintain. This is called "polluted" software. 

To reduce maintenance costs and to ease adaption to market, 
technology and legal changes, the polluted software has to be re­
structured and partly rewritten. 

The reasons why software pollution takes place have not al­
ways been understood from the beginning of application software 
production. Now, it is known from empirical studies as well as 
from theory that there are normal thresholds which cannot be over­

come. Indications are that the best possible software that can be 
created has about 0.5 "bugs" per 1,000 lines of code (LOC) on 
average. This means that existing operating systems, compilers and 

data base management systems contain about 150 to 300 "bugs" and 
even more, because of their size of 300,000 to 600,000 statements. 
This observation has also been confirmed by theory. The complexity 
theory, a special subject area of computer science, shows that 

even for very trivial problems, the number of steps in algorithms 

grows supe:'-·exponentially. 

For example, the number of steps to decide whether a given 

string of natural numbers, brackets and arithmetic operators ful­
fills the axioms of the so-called Pressburger Arithmetic (a tri-
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vial arithmetic for adding natural nuabers), grows with (22) to 

the ?OWer of n if n is the number of characters of the string. 
This growth is f~ster than the exponential fUnction, which is well 

known for enormous growth. 

Experience in software production of coaplex systeas in in­
dustrialised countries as well as results of coaplexity theory 
show the danger of following this path. Developing countries still 
have the chance not to repeat the saae failures and not to run 
into the saae problems as tbe indu~trialised countries. It is 

worth emphasising once more that a governaental strategy and poli­
cy is urgently needed to avoid a situation of having totally pol­
luted software. Governments of developing countries have to react 
fast because microe~ctronics and the related software have already 

started penetrating these countries. 

What solutions could help cope with this situation? One pro­
blem is the concentration-of too many functions i.., one system and 

the human inability to structure and put layers in a homogeneous 

manner into these systems. The solution would be to decompose sy­
stems, also artificially if necessary, in different components 
running on different computers in so-called distributed or loosely 

coupled systems. 

A second solution is to involve the user for whom the system 
is being produced in the problem-solving process from the begin­
ning. How should this be done efficiently and effectively? The 
systems designer and programmer must have s~ftware tools capable 
of producing a prototype system quickly. The designer can give the 

user, with this rapid prototyping strategy, a preview of the futu­
re system after having spent only 15 to 20 per cent of the whole 

project costs. Today, the acceptance test of the user is done af­
ter total implementation of the system and its testing. With rapid 
prototyping, the first acceptance test is done after 15 to 20 per 
cent of the work is finished. In the past, the acceptance test 

showed far too late the failures and misunderstandings originating 
from the design process. 
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A third s~lution is to define a skeleton of interfaces bet­
ween different software coaponents. The basis of this solution is 
the following: If we do not restrict ourselves to snap~hots of our 
hardware and software coaponents but instead consider our data 

processing environment over a period of 20 to 30 years, we will 
recognise that we cannot rely on hardware, on operating systems, 

and on higher progra .. ing languages or data base aanageaent sy­

stems. Ve can rely only on so-called virtual interfaces, building 
a skeleton of interfaces as for exaaple the so-called virtual ter­
ainal interfaces. The fUnctions of the virtual terainal are speci­
fied without regarding a specific terainal. Keyboard fUnctions, 

*'Unction codes, characters, digits and special characters are spe­
cified without allocating special signals. Interfaces adaption 

fro• the virtual interface to the existing physical interfaces is 
done by software. The skeleton of interfaces a~lows easy change of 
equipment and software components. 

DeYeloping country constraints 

Observations on the data processing market in developing 
countries are listed, showing the complex interrelationships and 
the psychological and economic constraints. To some extent, they 

are also valid for industrialised countries. 

- There are only a few software companies or other so-called 
third party (consulting) companies working successfully in 
the market. 

- Hardware manufacturers and distributors are acting mainly in 
the data processing market. 

- Hardware is oversold and there is little appreciation of 
software and systems (=hardware + software) thinking. 

- Complete solutions tend to be imported by companies through 
hardware manufacturers and distributors in standard software 
packages. 

- Normally, standard software packages do not fulfill user 
requirements totally. 
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- Consequently, the organisation has to adapt to the data pro­

cessing instead of vice-versa. 
- The tendency is for highly-educated staff to leave the indu­

strial and university fields and join hardware sellers; or 

they go to the industrialised countries. 
- There is no confidence in establishing third party coapanies 

{software houses, consultancy coapanies) because of the 
belief that software developaent is too difficult. 

- Nobody adaits troubles being experienced with the "status 
syabol" coaputer. 

Possible entry points ror developing countries 

The worldwide microelectronics market shows that from the 
economic point of view, only parts that build up the basis for an 

independent computer and software market should be produced in 
developing countries. The design of systems and the assembly of 
hardware and software components into sytems is feasible and chal­

lenging. Educational standards in developing countries are adequa­
te. Psychological, financial and managerial barriers have up to 
now ~indered the development of an indigeneous data processing 
market in developing countries. 

The state of the microcomputer market reveals that microcom­
puter application systems can be introduced in developing coun­
tries inexpensiv~ly. These systems can support in a distributed 

manner industry, commerce, public administration, banking and in­
surance companies in the management of masses of data {text pro­
cessing, data basesystems, information systems, statistical compu­
tation), control of processes {manufacturing, quality control, 
optimisation procedures) and government and industry planning {mo­

del building, simulation, optimisation). Standardised microcompu­
ter operating systems and programming languages will ease the pe­
netration of microcomputer application systems into the market. 
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The software market shows a constant increase in software 
costs against a constant decrease in hardware costs. "Software 
costs" cover the design phase through the installation phase to 
maintenance; software development is a continuing process thrOU8'-

out the life cycle of the software. The full software life cycle 
and software maintenance today cover about 70 per cent of total 
costs. This makes today's ratio of software to hardware costs in 
the industrialised countries 80:20 and 90:10 in 1988. The trend 
is, more and more, to cost software and hardware independently, 
resulting in a so-called unbundled software market. This opens 

opportunities to developing countries since they do not have a lot 
of polluted software yet. 

Several countries have to import software technology know­

how and to export software services. Examples abound: From Hungary 
to the Federal Republic of Germany, from Singapore to the U.S.A., 
from Poland to Austria, from India and Taiwan to Great Britain. 

A big market of software tool boxes for so-called software 
development environments is also opening for microcomputer appli­

cations. In contrast to the hardware industry, which is dominated 
by a small number of huge multinational companies, the software 

industry consists of many small- and medium-sized enterprises. 

In developing countries, the emphasis is on hardware 
aspects. The experience in industrialised countries has also shown 
that systems as an integration of hardware, basic software (compi­
lers, utility programs) and application software are the import 
units considered. Software aspects are fully underestimated. r.1ere 

is no consciousness for software ~evelopment and application soft­
ware tools. 
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In Figure 12, different entries are aarked describing the 

degree of technical and econoaic 

developing countries that are 

developaent or a country. Soae 

auch closer to the industrialised 

countries than others have the tendency to start with entry 3 or 

-- To start with entry 1 and 2 would increase international coape­

titiveness. 

Fig.12: Entry points of technological developaent 
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IY. PO'IDTIIL OF •OITB-souTB CO-OPEUTIO• I• SOFTWARE 
DEIELOPllBllT I• DEIELOPillG counRIES 

The need for coaputer software is growing enormously and the 

aarket for so~vare products is rather open. Software production 

is extrealy labour intensive and developing countries can have a 

substantial advantage in producing software at lover cost relative 

to developed countries. Thus, software production in developing 

countries aay be bigblj-coapetitive in the near future. In additi­

on, special applications in developing countries can be pro1rOted 

effectively only with a good software capability. 

Industrialised countries have spent about $ 150 billion to 

$ 200 billion worldwide for systems and application software deve­

lopaent. Hardware costs are still decreasing by a factor of 10 in 

10 years; costs for highly skilled personnel are increasirig. The 

only way out of the so-called software crisis is to standardize 

software and support software develop•ent by software tools. Indu­

strialised countries have to reorganise and to reconstruct their 

polluted software in the next two decades. nuveloping countries 

now starting software production have the chance to avoid all the 

past •istakes of the industrialised countries. They could use 

software tools for sof ~ware production just as machine tools were 

used in the industrialisation process. One way is to define a so­

called skeleton of software interfaces in which all software buil­

ding blocks developed within a time period of 5-10 years fit into. 

IBM.with its System Application Architecture (SAA), is now offer­

ing such a strategic skeleton of interfaces. 
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Another big problem with software and microelectronic pro­

ducts is lack of reliability after deli ry. While mo~e 

sophisticated purchasers are interested in the quantifiable dimen­

sions of quality and reliability, in markets for software and con­

sumer products perceptions - whether or not well founded - in­

fluence the decisions of prospective customers. 

If there are trained systems analysts and software engineers 

available, it is possible to reduce maintenance problems. The spe­

cial ~sts, knowledgeable about computer systems and their problems, 

improve the reliability and quality of products. This competence 

will help create and strengthen indigenous core groups of profes­

sionals in developing countries capable of undertaking software 

and product maintenance. Software maintenance involves either cor­

recting errors that went undetected in development, or changing 

programs as a result of altered or additional requirement specifi­

cations. 

In the past the area of systems integration was very import­

ant. A systems integrator combines standard harcware components 

with customized software - or certain standard software packages 
modified appropriately - in a unique configuration more or less 

tailor-made to end users' requirements. There has been a trend 

since 1979 towards the production of standardized packaged softwa­

re and away from customized production and integrated systems 

software. For example, between 1981 and 1983, packaged U.S. soft­

ware grew at a 40 per cent annual rate compared to increases of 22 

per cent for integrated systems software and 16 per cent for cu­

stomized production. Software houses are under pressure to produce 

larger, more complex, more r~liable, and more cost-effective sy­

stems and these pressures are creating market niches for small 

firms, niches too narrow and specialised to attract large firms. 

Opportunities for developing countries in exporting computer 

software lie in the areas of software customization and modifica­

tion, systems integration, and in related support services. Oppor­
tunities appear greatest in the innovative development of 
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applications for specific industries and in the customization and 
modification of cross-industry applications. Entering vertical 

markets will require, aaong other things, identification of 

selected niches left unfilled by the larger firms to be targeted 
for software design. 

Thus, a firm may more easily fill niche market demand for 
specialised software products. Further, the needs of computer 
users are generally specific to a particular country, organisati­

on, and environaent. Because laws and regulations of developing 
countries for payroll deductions, income tax withholcings, social 
security, workmen's compensation and so forth differ from those of 
developed countries, production of local versions of software is 
critically needed. Because the number of specialised users of in­
formation technology is growing worldwide, the relative importance 

of software firms able to respond to the specialised needs of 
small segments of the user population will likely increase. 

Developing countries could begin with supporting software 

groups in governmental, university and industry environments. The­
se groups could start with improving user interfaces of existing 
installations. As a follow-up, software tool boxes from developed 

countries should be imported to produce well structured (and not 
polluted) application software. 

How to start activities in different types of developing 
countries? First of all, the government has to have an overall 
strategy for micro-electronics and software production. According 
to the level of technological development, the technological re­
quirements are different. If application software is the target 
for development, hardware maintenance and some system software 

support is sufficient. International contacts with software compa­
nies in industrialised countries support technology transfer of 
application software development tools. After having stabilized 
software production in a country, South-South and South-North 
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exporting of software and services could be tackled. Bodyleasing 

from South to North should not be supported. In less advanced de­
veloping countries, emphasis should be laid upon curricula deve­

lopment and education at each level of sophistication. 

The Singapore imdel 

The objectives of Singapore's governmental policy are de­

scribed, revealing an outstanding approach towards reaching compe­

tence in information technology. 

The economic restructuring plans of Singapore include the 

country'a development into a software center for the region. To be 

successful, a software center should have significant applied re­

search elements in the software projects undertaken by computer 

companies. 

The new phase of Singapore's technology drive have the fol­

lowing national objectives: 

(a) Creation of an appropriate environment in which 
technological innovation is encouraged and rewarded. 

(b) Development of an applied research capability which will 

influence technological developments in Singapore, 
directed at increasing the productivity and competitive­

ness of Singapore organisations, and supporting a 

successful export-oriented software industry. 

(c) Acceleration of transfer of new and emerging technologies 

to Singapore. 

Among the responses to the~e national aspirations is a new 

Research Division that has been set up at the Institute of System 

Sciences (!SS). The mission of this division is to establish a 

premier applied research group and to disseminate results from an 

on-going program of applied research, which will help in the for­
mation of a strong technological base for a successful computer 
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services industry in Singapore. The objectives of the Research Di­

vision are to: 

(a) enhance the environment for applied research; 

(b) help develop the necessary skills base; and, 

(c) enable the transfer of R & D knowledge, tools 
and techniques to Singapore's enterprises. 

ISS will be an important conduit for transfer of technology. 
A number of visiting experts will be invited. Prominent academics 

and researchers will be encouraged to spend their sabbatical at 
the institute. Assisting in the selection and appraisal or re­
search projects will be an International Advisory Board. 

An important thread running through the institute's work 

will be strong links with industry. Joint projects with industry 
will be encouraged and representatives or industry will be welcome 
to spend time at !SS. To multiply the impact of project work at 

!SS, staff members or academic departments at the National Univer­
sity of Singapore will be involved. Two organisations that will 
work closely with !SS in joint research projects are the National 

Computer Board (NCB) and the Telecommunications Authority of Sin­
gapore (Telecoms). NCB is increasingly giving more attention to 

the establishment of a strong technological base with applied R & 
D capabilities. A Joint Software Engineering Program, established 
in 1983, pools computer and software engineers from NCB and the 

Ministry of Defence. Work is being carried out on software analyst 
workstations, integrated office systems and expert systems. 

Singapore is considered as having one of the most advanced 

telcommunications facilities in the region. Telecoms is carrying 
out research on several projects including Teleview, Telemetering, 
Optical Fiber Networks and Cable Video Systems. The Tel~view pro­
ject will be a massive program, designed to be an intdractive 
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system for disseainating and retrieving coaputer-based information 
using public telephone lines for communication and the home tele­
vision set for display. 

The Research Division would undertake advanced information 

technology research. The objective would be to play a leading role 
in elevating the technological level of Singapore's information 
technology industry and to be a training centre for research per­
sonnel. One project being explored is a public information expert 
system with the data and video recording stored in an optical 
disk. Under a partnership program with IBM, the institute will be 

able to tap into the technology of the computer company and expose 

ISS researchers to state-of-the-art research. ISS researchers may 
be posted to various IBM research laboratories for internship as­
signments of up to one year. Similarly, the institute will accept 
interns from Singaporean organisations interested in information 

technology research. 

The Education Division is responsible for all teaching acti­
vities. Its staff may look forward to a highly rewarding teaching 

role. A course development model has been put in place to ensure 
high quality presentations, visual aids, student hand-outs, and 
documentation. The model requires considerable interactive group 
effort in course development to provide solid linkages from topic 
to topic. Continuity of courges will take into account recently 

introduced technologies and methodologies. 

Staff members will be working in groups, resulting in consi­

derable sharing of experiences. The ISS teaching staff are profes­
sionals with many years of computer experience in industry. Highly 
sought after for advice and guidance on a number of information 
systems projects in Singapore, their expertise ranges across a 

number or key areas including management or information systems, 
data base management systems, data communications and software 

development. Their expertise also covers a number of different 

brands of computer equipment and software products. 
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Th~ teaching staff have the opportunity to mold 3ome very 
bright postgraduate students into highly skilled systems analysts 
who are likely to be the future project leaders in key Singaporean 
organisations. Through the short courses, ISS staff members are in 

regular contact with a host of managers and computer professio­
nals. The staff member plays the role of educator, teaching the 
students concepts, techniques and technology; of advisor, tracing 
through the intricacies of technology and the process, value and 
pitfalls of implementing technology; and of facilitator, managing 
group discussion and encouraging critical thought. Staff members 

have the opportunity to influence key organisations in Singapore 
to move along innovative technology paths in an effective manner. 

To ensure that technological development in Singapore re­
~ains dynarr~c, it is important that ISS staff members are creati­
ve, progressive and keep themselves up-to-date in thei~ areas of 

expertise. ISS will provide every opportunity ~o bring i .. visiting 
experts to brainstorm with the staff and to conduct seminars. 

Staff will also have the opportunity to represent ISS on technolo­
gy watch groups, advisory committees and technology planning 

groups, some of which have national missions. This ensures that 
staff keep in constant touch with industry needs. ISS staff may 

also be sent abroad on conferences and internships. TSS staff mem­
bers are encouraged to read widely and carry out small experimen­
tal projects. Some of the projects currently under wa~ at ISS are: 

(a) Ottice Systems Development 
An experimental network links up all staff members. Studies 

on network performance, document process!ng and gateways are 
being done. 

(b) Applications Developaent Languages 
Work has been done to survey fourth-generation languages and 
data dict.ionaries; effective implementation of these tools 
will be explored. A parallel effort is going on in under­
standing software engineering and in utilising languages such 
as ADA for applications development. 
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(c) Intor11ation Systeas Planning 
ISS is studying several methodologies and has assisted several 

Singaporean organisations in carrying out strategic 
information system planning. A concerted effort is under way 

to study and explore the links between enterprise analysis, 

business systems planning and data analysis. Consultancies 

have been undertaken on a limited basis with maj~r organisa­

tions, ensuring that ISS members employ and sharpen their 
technical and management skills, upgrade their expertise, and 

have a better understanding of organisational needs in 
Singapore. Organisations have found these consultancies to be 

very effective in accelerating their information systems 
planning. Consultancies are !SS-sponsored, with contributions 

by ISS management and relevant staff members to provide and 

ensure high quality service to its clients. 
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Y. llElf TECDIQUES Of SOFTWARE PRODUCTIO• 

Collputer-assisted problea conception technology (COMPACT) 

Today, software developaent can be pl~nned only on 

of 7 to 10 years: This iaplies a long-range concept of the 

a range 

system 

developaent process and of the production supporting tools. Compu­

ter-assisted proble• conception technology (COMPACT) is such a 
methodology concept. On two different levels of abstraction, Fig. 

13 and Fig. 1' eaphasise some classic tools for the design and 

realisation phases. (For further information, see /Bu80/, /Me79a/, 

/Met78/, /Nu75/, /Scn79/, /Scn82a/.) 

fig. 13: Overall system architecture of the COMPACT methodology 
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fig. 1': Detailed system architecture of COMPACT 
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Some of the tools of COMPACT (Fig. 1q) follow. 

- The ISAC co•ponent consists of a systems design and 
specification technique. ISAC has interfaces to all 
phases of systems development, starting with problem 
analysis up to implementation, test and documentation 

of the system. 

- The ter11inology control ~o•ponent takes care of the 
control and handling of an enterprise's or administra­
tion's terminology, maintenance of thesauri, and the 
semi-automatic indexing of texts in a uniform and con­

sistent way. 
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- In general office work, the handling (mai11tenance and 

retrieval) of documents has become more and more ia­

portant. Therefore, a document intoraation systea that 

. has all the relevant features of docuaen~ retrieYal systems 
will be integrated. Combined with the terminology control 

component, the system is a helpful tool for content 

handling within the application environment. Control flow 

and data flow pseudo-languages are described in /Le79/. 

- In operations like data input, data output and data 

deletion, the automatic generation of input and output 

forms is considered very important. The input and output 

constructors are modules that establish programs for the 

automatic generation of pro~lem-oriented input and output. 

This is assisted by an application-oriented screen mask 

specificat:on cf tasks by means of an interactive terminal 

dialog for different problem clas3es. Such systems are 

described in /Ca81/, /En80/, /He80/. 

- The automatic data and tile transtoraation coaponent 

reduces the mass of bridge programs needed every time 

transformation of input and output formats of programs 
is necessary. 

- Today's industrial and administrative applications have 

made the development of dialog-oriented user interfaces even 

more important. Therefore, the dialog constructor coapo­

nent,for the specification and automatic generation of any 

desired dialog program, is needed (/Stu80/,/Was81/). 

- The integrat:on of the aethod and aodel base syste• 

component (also known as decision support systems) may 

prove useful in a further stage of development. Some 

valuable examples of re~earch efforts within this area are 

described in /Be81/, /Kon81/, /Lo81/, /Me81/, /No81/. 

- The whole concept is built upon a data base management 

ayatea (centralised or distributed) with a powerful data 

dictionary and, if available, with a database design aid. 

Main utilisations or complex tool systems like COMPACT will 
be in office and production planning and automation. An example or 

future systems, CIH-software development, is described. 
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Coaputer-integrated 88Duf'acturing srstea (CIM) 

Installation of new knowledge-based manufacturing systems 

i.e., systems of the fifth generation - will lead to significant 

increases in industrial productivity and flexibility through late 

customising of products. Developments in most application areas 

of industrial production will result in computer-integrated manu­
facturing. 

What does a typical CIM solution look like? first, a new 

part is defined geometrically with an interactive graphics program 

for computer-aided design (CAD) and manufacturing (CAM) running on 

a host system. The corresponding ·data needed for production plan­

ning will be collected in the bill-of-material system (BOM). Data 
will be manipulated by a system for order entry, material planning 

and control running, also on the host computer system. 

Robots controlled by robot-language expressions and the geo­

metric and bill-of-material data downloaded from the h~st system 

to a cell controller and robot controller then carry out (for in­
stance) the mechanical assembly or the component insertion. Addi­

tional information about joining points of the various manufactu­

ring components (e.g., transfer stations, transport system, bowl 

feeders, magazines) and sensor data support this process. After 

the order is completed with administrative data, all manufacturing 

data (numbers of good and faulty parts, consumption of subparts, 

execution time needed) are sent back from the cell controller to 

the production planning system in order to initiate delivery notes 

and invoices printing. The cell controller, typically a personal 

computer, is used to create, compi:e, and download the ro­

bot-language expressions to the robot controller. fig. 15 shows 
the data flow and components in such a CIH-system. 
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Fig. 15: Data flow in a CIM-system 
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Knowledge-based manufacturing systems of the fifth generati­

on will allow an increase of profit and revenue in the face of 
further sharpening competition and rapidly changing technologies. 

These systems have to provide a link between the four major is­
lands of automation: engineering design, production planning, ma­
nufacturing control and factory automation including material 

handling. Figs. 16, 17 and 18 show a functional and data flow dia­
gram of the CIM-process. Artificial intelligence concepts and ex­
pert systems technology will support the planning, installation 

and running of such complex systems. 
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fig. 16: Functional diagraa of the manufacturing enterprise 
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fig. 18: Refineaent of agency •13: Production and Material 
Handling• 

Up to now, CIM has been meant as a strategy. A CIM software 

product is not yet available. There are several theories as well 
as practical ways on introducing a CIM strategy in a company. The 
main approaches known are Manufacturing Resource Pla~ning (MRP 

II), KARBAN of Toycta Motor Company, and Just-In-Time (JIT) pro­
duction. further approaches have to be developed because of the 
disadvantages of the existing ones. 

lnovledge-based system. or tbe tittb generation 

Up to now, single technologies such as microelectronics, 
software technology, fiber-electronics, and telecommunications 
have been the focus. In the future, computer technology, integra­
ting methods, tools and strategies to develop systems will be 
emphasised. 



The Japanese program for fifth-generation computer systems 
has had an unexpected worldwide echo effect. For the first time, 
combined government and industry R & D activities of one 

has triggered substantial follow-up research activities 

country 
in other 

countries. Wi~h this program, Japan aims- to be number one in the 
world in information technology. Japan also initiated, in 1981, a 

new institution related to complex research, the Institution for 
New Generation Computer Technology (!COT). More than 50 resear­
chers were fully employed in 1986 in this Institute. IC01 grants 
contracts to industry partners. 

Japan's fifth-generation program triggered these responses 
from other countries: 

- The DARPA program on Strategic Computing and Survivability was 
submitted to the U.S. Congress in November 1983. 

- The U.S. National Science Foundation announced a new initiative 

for the development of super computers in November 1983. 

- The U.S. Department of Defense announced a long-range plan for 

systems of the "Nth Generation" in 1983. 

- Fifteen well-known American companies have initiated a new com­

pany, the Microelectronics and Computer Technology (HCC). It 
will have an annual budget of $ 50 million to $ 100 million and 

is meant as an answer to the Japanese challenge. 

- The European Commission has started the ESPRIT Program (European 
Strategic Program for Research and Development in Information 

Technologies). The first five-year plan covers a budget of DH 

3-4 billion for R & D. 

- The British Government has started the ALVEY Program, similar to 
the ESPRIT program. 
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One of the main goals of the Japanese program is to supple­

ment classic data processing with knowledge processing. This 

goal requires deep insight in human processes like problem de­

scription, problem-understanding and problem-solving, and closely 

related subject areas like knowledge representation, knowledge 

pror~ssing, knowledge acquisition, dialog handling, and the analy­

sis and synthesis of natural language. New formal calculi, artifi­

cial languages, and methods have to be developed to solve all 

these problems. In the past few years, special logical theorie~, 

new logical programming languages (PROLOG), knowledge representa­

tion and processing languages, and system architectures have been 

developed. 

The goals of the Japanese program are ambitious. If they are 

reached, a series of milestones will have been overcome: 

- The application specialist will develop his own application pro­

grams. 

- Maintenance of manually specified and (semi-) automatically 

generated software products will be «~ch easier bec~use of the 

unique programming style and the standardised interfaces. 

- The problem-solving quality (the highest goal possible) will be 

improved drastically because users can concentrate on the 

solution process and will not be distracted by data processing 

details. 

- Software development will be an engineering discipline 

(traditionally-tailored software development will becom~ ob­

solete). 
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Systems will be able to recognise failures, inconsistencies, 

discrepancies and contradictions; in most cases the systems 

themselves will be able to correct and solve the mistakes 

automatically. 

- Systems will contain powerful, fast, easy and reliable tools for 

knowledge acquisition (i.e., knowledge transfer from the expert 

to the system). 

Systems will offer a substantial increase in programming produc­

tivity. 

The Japanese researchers see the following as the main ap­

plication areas of fifth-generation computer systems: 

- automatic translation systems of natural language t~xts with a 

vocabulary of more than 100,000 words and an accuracy of trans­

lation of about 90 per cent; 

- expert systems in various application areas with 5,000 different 

words and 10,000 inference rules; 

- knowledge-based software development environments; 

- knowledge-based VLSI (very large scale integration) chip produc­

tion and CAD, CAM, CAE, CAP (computer-aided planning) systems, 

and robot systems; 

- knowledge-based problem-solving systems for specific applica­

tion areas, e.g., in office automation, automatic dictating 

machines with a vocabulary of 10,000 different words and speaker 

identification covering a sample of 500 different speakers; In 

addition, there will be important applications in medical 

diagnosis, in juridical anu tax query systems, in chemical 

structure analysis, in detecting new oil and mineral sources, 

and in failure-detection within systems. 
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Fig. 19 illustrates the original architecture of the fifth­

generation computer systems developed by Hoto-Oka and his research 

colleagues. The hardware architecture of these computer systems is 

no longer von Neumann architecture. The software field is also 

heading towards unconventional directions. 

fig. 19 : Architecture of fifth-generation computer systems (FGCS) 

-----

ill 

--
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The requirements of FGCS for hardware speed lie between 1012 

and 1014 instructions per second. The data base machines should be 

capable of storing 100 to 1,000 billion by~es. the intelligent in­

terface language, 2,000 grammar rules, and about 10,000 different 

graphic elements. 

Fig. 20 illustrates the main components of FGCS architec­

ture. The figure shows the most important software research and 

development areas: proble• solving. knowledge-based processing. 

and intelligent inter~aces. 

Fig. 20: Data flow diagram of a knowledge-based system 

'4 .. Data Flow 

Hardware specialists will build the first layer in VLSI 

technology; software specialists will develop the corresponding 

software components and interfa~es for the casual user. 

Fig. 20 shows a data flow diagram of a knowledge-based sy­

stem for general problem-solving: 
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- The dialog coaponent needs concepts and techniques 

from linguistics, logic, artificial intelligence, 

and cognitive science to be able to map natural and 

quasi-natural language expressions into formal re­

presentation language expressions and vice-versa. 'nle 

casual user will have a very user-oriented natural 

interface. 

- The problea understanding coaponent analyses the 

content of the language expressions. It must represent 

and process spatial and temporal knowledge, differentiate 

between facts, events, and actions, and construct a model 

of the real world, its objects and dialog partners. This 

component must recognise whether a given string is, for 

instance, a proposition, a query or an instruction. Cor­

responding to this recognition process, a command proce­

dure for data base input and/or change, query or program 

generation must be created/g~.1erated. It must evaluate the 

transferred knowledge, whether it is vague, reliable, evi­

dent or relevant y~owledge. The component must recognise 

failures and contradictions and must protect confidential 

and secret information. 

- Tte problem-solving component then processes, e.g., data 

base transactions, translation to lower levels of ab­

straction, program generation, and movement of the robot 

arms. Then the component delivers the result in internal 

form to the answer-gene~ation component. 

- The answer-generation coaponent transforms the interna~ 

results into a quasi-natural language form and interacts 

in a user-friendly manner with the casual user. 

- The knowledge base adainiatrator is responsible for the 

very important knowledge base and maintains, creates and 
changes the structure and the content of the knowledge 
base. 
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Fig. 21 shows the components of an expert system for a spe­

cifi~ subfield of manufacturing. 

Fig. 21: Functional units of an expert system 

- -·-- -.-

,Japanese industry is aware that a software production tech­

nology is needed and that software ~s an industrial product. 

In virtually all areas of technology, from the Space Shuttle 
to home electronics, the Japanese now see software as becoming 
even more vital than hardware and that improving productivity, 

reliability and maintainability have become extremely critical 
concerns. This is why, for example, NEC has established a labora­
tory for software product engineering to actively pursue R&D lea­

ding to production and management technologies for software. 

Javanese industry is also concerned about the software life 
cycle. R&D activities in software production are probing virtually 

every step of the cycle, from basic research to evaluation of ap­
plication results. Investigations are under way on requirement 
engineering, software design engineering, programming meth~dology, 
programming languages, automatic program generation, program veri-
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fication, maintenance engineering, EDP (electronic data proces­

sing) auditing and even environmental engi.1eering. 

NEC's R&D activities and results reflect Japanese indu-

stry's ~fforts. NEC has recently come up with the software deve­

lopment and maintenance system (SDHS), a comprehensive system for 

supporting every facet of the development and maintenance of 

large- and medium-scale software. SDHS uses special techniques and 

aids to perform software design as well as software project and 

product management.- NEC is also working on the development and 

evaluation of high-level programming language (HPL), which has 

superior descriptive power and more efficient code generation ca­

pabilities. This language is expected to reduce the time and man­

power needed for large-scale software development and maintenance. 

In another area of software production, NEC is working to­

wards a complete, consistent, unambiguous specification that will 

describe what a. software product will do. Efforts have included 

the study and development of specification languages, automated 

aids for documentation and analysis, and conversational graphic 

systems to help develop the specification. 

The range of N~C's R&D activities in software management 

covers: evolving standardization technology, management aids, 

software quality control technology, and productivity measurement 

technology that will be widely usable. In addition, NEC is working 

towards vastly improved software proje~t management through the 

use of EDP to perform the management now being done manually. 

NEC efforts have yielded standardized technologies and engi­

neering for programming support (SiEPS), a standardization tool 

for development of business application software, and software 

quality control (SWQC), a means of maintaining high reliability, 

which is necessary if software is to become a viable industrial 

product. In fact, SWQC, as a small-group activity, is already at 

work throughout NEC and is proving to be highly effective for 
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software development within the various sections of the company. 

As people are more motivated towards SWQC, the quality of software 

has improved markedly, and the "bugs" in some systems have already 

been reduced by half. 

Human engineering is another chapter in the software deve­

lopment story, of course. At NEC, they are striving to provide a 

working environment where professional programmers can generate 

products efficiently. NEC is also seeking a software development 

environment where the power of the right types of computers - from 

ultra-large mainframe computers to microcomputers - is put to use 

in just the right places. 
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YI. ORGAllISATIO• OF A SOFTWARE PRODUCTIO• UNIT IN DEYELOPING 

COUllTRIES 

Scope and objectives of a software production unit 

A software production unit, often called a software house, 

is a company dedicated to the development, installation, utilisa­

tion, maintenance and evaluation of software. Software comprises 

programs and programs packages running on hardware to solve v~­

rious problems and tasks with the computer. In the past, mainly 

electrical engineers, mathematicians and physicians developed pro­

grams for users in a tailored way. Development costs for tailored 

~rftware have become prohibitive due to the escalating salaries of 

highly skilled computer technicians, resulting in the so-called 

"software crisis". Effor~s are under way to produce software in a 

more production-oriented manner, i.e., utilising software tools in 

the software production process and doing a tailored adaption only 

for special user requirements. 

There are two major areas of focus in this endeavour. One 

side is technical- and scientific-oriented software production in 

R&D environments and in planning departments. Another is the im­

mense number of programs that has to be developed in the commer­

cial field. Some special subje~t areas are wages and salary ac­

counting, order management, stock control, production scheduling 

and planning. Software houses have to support the user in all pha­

ses of the problem-solving process: fact-finding, requirements and 

restrictions, specifications, design, feasibility studies, econo­

mic analysis, design inspection, programming, testing, documenta­

tion, installation, evaluation, maintenance and tuning. The users 
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have to be involved in the problem-solving process from the 

beginning. Software houses and consultant comoanies, as so-called 

third parties, play the mediator function between hardware 

companies and users. Normally they are closer and more important 

to the users than are the hardware companies. 

Structure or a sortvare production unit 

As can be seen from the tasks described above, the staff of 

a software house have to undertake systems development work, on 

the one hand, and management functions on the other. In general, 

software houses have a range of only 5 to 50 employees; up to Joo to 

500 is exceptional. As a rule, one-quarter of the staff is engaged 

in administrative and secretarial work, another quarter is partly 

occupied with management functions and half of the staff is devo­

ted to consultancy work and software engineering problem- 3olving. 

A general manager or president and a vice-president form top ma­

nagement. Department heads responsible for several projects, toge­

ther with project leaders responsible for individual projects, 

form middle management. The systems-oriented personnel hierarchy 

comprises the chief consultant, senior consultant, senior program­

mer, programmer and junior programmer. 

A software company should be structur~d into four depart­

ments: software sales, software development, software quality as­

surance for main frame and medium - sizei computers, and customer 

support. Within departments, responsibilities should be distribu­

ted according to special commercial branches, subject areas within 

branches and types and different manufacturers of computers. 

• 



- 55 -

Management of a so~vare production unit 

Just like any other industrial firm, software houses should 

establish, at the end of each business year, a financial statement 

including a balance sheet. At the end of each business year, the 

financial plan, as well as cash flow and liquidity, and credit 

plan for the following year have to be prepared. Below is an exam­

ple of distribution of costs. 

Annual budget 

Per Cent 

54.5 
5.0 

5.0 
6.0 

4.5 
5.5 
1.0 

12.5 

100.0 

Expendi~ure 

personnel 

rooms 

promotional and l~gal costs 

machines 

off ice 

taxes 

miscellaneous 

raw profits for investment, reserve, provision 

total 

This financial plan has to be updated quarterly according to 

the actual financial accounting statement of the previous quarter. 

Similarly, the projects plan has to be updated monthly or weekly 

according to the planning timetable. 

Company standards for problem-solving, for project manage­

ment and for all development phases of the software life cycle 

have to be set. Software tools should follow these standards so 

that employees adhere to them. These measures help guarantee that 
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the pr~1uced software fulfills standards that ease the aaintenance 

and updating processes of the programs after the installation 

phase, reduce software maintenance costs drastically, and prevent 

production of badly structured polluted software. 

Starr training 

To maintain their high-quality standards, the software pro­

ducts staff should participate in training courses regularly to 

update their knowledge about software engineering and production. 

Iaportant prerequisites in DCs 

Prerequisites for effective functioning of software houses 

in developing countries are: good technical services by computer 

manufacturers for the installed hardware, operating system, file 

management or data base management systems. Furthermore, people 

from developing countries educated in computer science or related 

fields should, in addition, be trained in a software house or in a 

developed country. 
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Economic considerations 

Industrialised societies are developing into information and 

service societies. Today's software houses will be the production 

units of the future. Because of lack of qualified personnel in de­

veloped countries and the escalating salaries of these experts, 

there is a great chance for fruitful co-operation between deve­

loped and developing countries. The raw profits of software houses 

as software production units could be 15 per cent of the revenue 

or even more. Investment costs are normally low as software deve­

lopaent environaents (SDE) are already available on personal com­

puters and on personal systems. Such SDEs could be bought for any­

where between $30,000 to $50,000, hardware included. Developing 

countries have well-educated computer science and data processing 

people. If an official policy in this area already exists in a 

developing country, the way is paved towards co-operation. The 

example of Singapore in Chapter IV shows the feasibility of such 

an approach. The cost of starting a software house in a developing 

country is estimated to be less than $300,000. With support from 

the national government and UNIDO, this should be no problem. As 

salaries are much lover in developing countries, opportunities for 

entrepreneurs and venture capitalists in developing countries are 

much better than in industrialised countries. 
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VII. RECOMMENDATIONS OR BUILDING UP SOFTWARE PRODUCTION 
COMPETENCE IN DEYELOPIIG COUNTRIES 

Since an overall government strategy for microelectronics 

and for application software development is normally missing in 

developing countries, a central authority close to the country's 

top office should be set up to handle this area. Because deve­

loping countries usually have inadequate telecommunications infra­

structures, national strategies should not rely on tele~ommunica­

tions. Instead, strategies could be based on the following priori­

ty list: 

- importing whole systems (hardware and software); 

- importing hardware maintenance knowledge; 

- importing application software development tools; 

- production of components according to second-source licensing 

contracts with companies from industrialised countries supported 

by developing country governments; 

- components design and manufacturing; 

- whole systems design, realisation and evaluation; 

- exporting software services; and, 

- exporting hardware. 

These steps can lead to increased confidence in the develo­

ping country products and indigeneous manufacturing. Awareness of 

software has to be heightened. Hardware-orientation has to be 

shifted to application software-orientation. Recycling of hardware 

and software should be planned. 

Technology Transfer Centre 

An education-oriented Technology Transfer Centre may be set 

up. It would be ~ forum of discussion for international experts 
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and representatives of governments, research institutes and indu­

stry. Workshops, seminars, courses and meetings may could be 

initiated. The centre could support the combination of knowledge 

transfer and investment for application software and hardware sy­

stems technology. It could be supported by the government and in­

ternational organisations. Control and support could be provided 

by the Ministry of Investment and the Ministry of Planning. Ini­

tially the center could be staffed by one research manager, two to 

four research and education assistants and one secretary. Some 

investment funds could go towards a textprocessing system and ge­

neral microcomputer systems. 

Centre for Microelectronic Applications and Software (MAS) 

The government and international organisations could in­

stall, together with industry, a Centre for Microelectronic Appli­

cations and Software (HAS), which should have access to technical 

and business-related software information contained in internatio­

nal or national respositories. This centre and the proposed Tech­

nology Transfer Centre should be mutually supportive. The Techno­

logy Transfer Centre would concentrate on theory and education, 

the Center for Microelectronic Applications and Software on the 

practices and requirements of the industry. These two functions 

could also be merged under one institution. 

Steps have been taken by UNIDO towards accelerating the de­

velopment and growth of microelectronics and software industries 

in developing countries. Now, the need is for an international 

cent~c devoted to these industries. Such a centre would enable 

developing co,,nt~ies to compete in the world market, and would 

foster international co-operation for development and transfer of 

technology between developing and developed countries. 

The creation of an international Centre for Microelectronic 

Applications and Software would help developing countries streng-



- 60 -

then their technological infrastructure and capabilities in the 

field of microelectronics. Its aim would be to establish profes­

sional core groups in several developing countries focusing on 

concrete microelectronics applications (including product applica­

tions) and software production /Sc87/. 

HAS will do this by providing developing countries with: 

technical services (advice on various problems, formulation 

of projects, documentation, and analyses; 
- knowledge (on worldwide microprocessor applications, and soft-

ware production and marketing); 
- technology (in the form of software or readily applicable so-

lutions); and 
information (on available microprocessor applications and 

software, software development methods, marketing, and 

training). 

An example of assistance is in integrated software applica­

tion. Firm A is able to design most of the components of a softwa­

re system but lacks the ability to tie all the applications toge­

ther in the system. HAS would arrange with firms B and C for soft­

ware assistance and training in integrated systems design. 

Participants in the activities of the centre would be indu­

strial enterprises from developed countries, particularly computer 

and software manufacturers; governments and small- to medium-sized 

private companies, university and research institutions in develo­

ping countries; and worldwide professional associations and fede-

rations of industr1e3. 

MAS will train people to become system analysts and software 

engineers. These specialists, knowledgeable about computer systems 

and the problems to be solved, improve the reliability and quality 

of products. The centre would help create and strengthen indige­

neous core groups of professionals in developing countries who are 
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capable of undertaking software and product maintenance. 

HAS offers potential advantages to developing countries that 

are at a disadvantage because of scant technical know-how in mo­

dern microprocessor applications and software production, little 

capital, limited choices in equipment, software, and services, and 

foreign exchange problems that prevent the acquisition of modern 

technology and capital equipment. 

HAS would co-operate with private computer and software ma­

nufacturers to form multidisciplinary expe~t groups for the de­

sign, testing, maintenance, and marketing of microprocessor appli­

cations and software. These experts would also provide technical 

development and problem-solving assistance to developing coun­

tries. 

UNIDO and other international organisations could support 

the establ~shmcnt of a Technology Transfer Centre and the MAS as 

models for further investments in the microelectroni~s and appli­

cation software development field in developing countries. 

UNIDO and other international organisations could assist 

developing countries to set up a strategy for application software 

development through experts, seminars and conferences. Experts in 

modern application software development from industrialised coun­

tries could give seminars of 5 to 10 days in developing countries 

to raise the consciousness on polluted software and to widen know­

ledge on well-structured software. Suggested themes of seminars 

and conferences could be "importing software pollution into deve­

loping countries", "software production - a chance for developing 

countries?", and "how to develop structured software". 

The MAS would bring together highly skilled people from uni­

versities, national research centrvs, research institutions, as 

well as marketing people and managers of small industries. For an 

initial three years, 50 per cent of the support to MAS should come 
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fro• capital ventures and 50 per cent from the government and in­

ternational organisations. 

HAS should hire specialists in special application areas, 

hardware, software and information systems and operators and pro­

ject managers. All phases of the problem-solving process should be 

supported by software tools imported from software houses in indu­

strialised countries with whom effect~ve co-operation should be 

maintained. The HAS management should be similar to the management 

of a normal industrial company with a balance sheet, statement of 

profit and loss, cash-flow review, project plans and annual fi­

nancial plans. 

Implementation of solutions (e.g., optimisation) en micro­

computers in small industry as well as general support from the 

Technology Transfer Centre and the government will help the HAS 

become commercially independent after some years. When it has be­

come more self-sufficient, the HAS could try to export software 

and services. The Technology Transfer Centre could also perform a 

publicity function to spread awareness of its work and to dissemi­

nate information to decision-makers. A group of experts, consul­

tants and researchers should provide permanent support to the MAS. 
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Annex I 

Selection Criteria for an Applica~ion Software Package 

Experience in developed countries has shown that quality 

control and selection criteria for application software packages 

are crucial if serious problems are to be avoided. Besides the 

standard required characteristics of software products (easy to 

evolve, to Maintain and to use; portable, reliable, robust and 

efficient) the answers to the following questions about applica­

tion software packages are meant to serve as guidel~nes to their 
selection: 

- How often is the application software package installed? 

- How well described is its documentation (functional description, 

user handbook, system handbook, realisation handbook, installa­

tion handbook, test specification)? 

- How well do its functions cover the required problem-solving? 

How big are the needed individual supplements? Is it possible to 

reach the objectives of the problem statement with the appli­
cation software package? 

- How well defined are its interfaces? 

- How robust and reliable is it? 

- Which parts are programmed for online handling and which for 

batch processing? Is the software package easy to use? 

- Is it easy to change and modify? 

- How high are the (unbundled) costs of the software package? 

Which costs are necessary for training, installation and 
individual adaptation? 



- 64 -

In how many system environments is the application software 

package installed? How portable is it? 

- Is the run-time efficiency ~ufficient? 

- Are milestones defined fjr the installation of complex 

application software packages? 

- Which steps for design insp ~tion and testing are planned? How 

detailed a;;~ specific ar~ error messages? 

- Does the application software package use a data base? 

- Are there . Jftware tools for supplementing and changing the 

~pplications software package? 

- Is it possibl•: to specify authorisation hierarchies within the 

applications ~oftware package? 

- ::.oes the package have ~nfficient means for data protection P:-td 

data security? 

- How easily can cold and w~rm starts be executed? 

- Which programming language is used? 

- Which essential parameters of the package are restricted by 

which quantitative conditions? 

- How often is it installed internationally? 
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Annex II 

Criteria Cor Selecting a SoCtvarebouse 

Experience in developed countries has shown that the selec­

tion of a stable, reliable and qualified software house is ex­

tremely important for an excellent data processing solution. rhe 

status of co-operation of a software house with an industrial 

company or governmental institution should be similar to the 

legal , tax and organisational consultants of that institution. 

The answers to the following serve as guidelines for selecting a 

softwar~ house: 

- Is the software house sufficiently staffed (at least 20 

employees)? 

- Is it financially stable? 

- Does it have enough positive current references? 

- Does the software house fulfill cost and time schedule 

commitments according to customer statements? 

- Are the qualifications of the employees up to standard? 

- Does the software house possess the organisational and software 

competence and experience for the required problem area? 

- Does it have a standard software package for the required 

problem area? 

- Does it have enough experience with the required or existing 

sy~tems environment (hardware, operating system, basic software, 

utility programs, tools, programming language)? 
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- Does it utilise sufficient software tools for all phases of the 

software development process? 

- Does the software house utilise sufficient standards for 

individual software product:.on phase~ of the software life 

cycle? 

Is it a member in a recognised computer science or consultancy 

society or association? 
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Glossary 

Application Programaer (AP) - part of a software house or a 

data processing department of a company or institution; educated 

in computer science and data processing and able to implement data 
processing solutions. 

Artiticial Intelligence (AI) - area of computer science that 

develops concepts and methods :or symbolic representation and pro­

cessing of knowledge; systems are developed that simulate to some 

extent the cognitive behaviour of human intellectual processes. 

Casual User (CU) - knowledgeable and well-educated user not 

familiar with data processing and computer science details; nor­

mally not willing to be instructed in the usage of a system longer 
than 10-20 minutes. 

Data Base (~B) - set of structured data, together with a set 

of operations defined on these data, specifying the semantics of 

the data structure. Has an associated data base management system 

which guarantees consistent input, change, deletion, storing and 

output of data. Today contains so-called formatted data such as 
name, salary, manager, department. 

Data Adainistrator (DA) - the person/function responsible 

for all information units of a company represented in form of da­

ta. In contrast to the data base administrator who is responsible 

for the efficiency and security aspects of the data base manage­

ment system, the data administrator is responsible for th,. cor­
rectness and completeness of the data base. 

Data Base Adainistrator (DBA) - the person/function respon­

sible for the efficiency and the security aspects of the data base 

management system; has to have the overview of the global data 
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type description (=schema) and has to build up and to maintain the 

schema. 

Data lase Manage•ent System {DBMS) a complex software 

system responsible for the integrity and management of data from 

the data base. Today's DBMS is embedded in a software development 

environment. 

Hulti•edia Data Base {MMDB) - a structured set of formatted 

text, graphic, halftone and speech data; very important in future 

office automation and computer integrated manufacturing applica­

tion systems. Also called non-standard data bases. 

Hulti•edia Data BaseHanageaent Systea {MHDBMS) - a complex 

software system responsible for the integrity and management of 

data from a multimedia data base. Controls the consistent transit­

ion of one state of a multimedia data base into another. 

Software DeYelopaent EnYiron•ent {SDE) - a set of software 

tools for the specification and generation of software products. 

Guides an application programmer in designing layouts of screens 

and lists, helps to specify consistent dialogs and to gain struc­

tured programs. 

Software Product {SP) - a piece of program code written in a 

higher programing language like ALGOL, BASIC, C, COBOL, FORTRAN, 

PASCAL or PL/1 or in an assembly language. Today's software pro­

ducts are often realised with software development environments. A 

software product is often installed in many companies or other in­

stitutions. Normally it is marketed and sold by software hou~es. 

Software House {SVH) - a software production unit that deve-

lops, maintains, markets and sells software 

takes individual adaption of these products 

quiremer.t of companies or other institutions. 

products and under­

to the specific re-
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