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Fin•l Report Submitted to UNIDO by Dr. Irving Lefkowitz in 
Perform•nce of Services •s Expert in Industri•l Control in 

Delhi, India, duringpPeriod 6-15 Septe~ber 1986. 

A. SUMMARY OF ACTIVITIES IN PERFORMANCE ~F MISSION 

.::..::r1t.r-c..;l :...~ ~r:CJLcst_r1.:d S/stems·' TOr presentation .:'It tl1e 

Internat1onal Seminar on Distributed Control <ISDC 86). 

2. 8 September: Meet with UNIDO officials in New Delhi. take 
care of some ad~1n1strative matters. 

3. 9 September: Discussions concerning program with AAPP 
Coordinator G.S. Varadan and Mission Experts Dr. T.M. Stout 
<USA>, Prof. T.J. Williams <USA), and Prof. D. Popovic 
< FRG > • 

4. 10-12 September: Attend ISDC 86 conference and participate 
in discussions with various people from Indian industry and 
government agencies who are attending the meeting. 

5. 11 September: Present plenary talk on theme ''Integrated 
Control of Industrial Svstems" and part 1 c1 pate l n d1 SCLtss1 ons 
following the talk. 

6. 13 September: Visit control laboratories of the Electr:~~l 
Engineering Dep~rtment of IIT Delhi. Present a lecture a~ 
the theme "Dev~l opments in the Area ·::if E;<pert Systeins 1 n 
Application to Control of Industrial Systems.'' This prcgram 
was organized by Prof. Lambba of IIT. 

7. 13 September: Meet with G.S. Varadan and T.J. Williams lo 
discuss the possibility of the Systems Engineering Department 
of Case Western Reserve Un1vers1ty pr2senting a summer 
edL1cat1onal program on the subject "Hierarchical CompLtt.::2t 
Control for the Steel Industry." This ed1.lcational program is 
to be modeled after the program developed at Purdue 
University under Prof. Williams' direction. The proposed 
Case program is being considereo to rL1n in p.:-~-al lel i.-nth 
?urdue·s repeat of the program this summer. 



B. GENERAL COMMENTS AND OBSERVATIONS 

1. I agree with the premise that, of the many benefits to be 
obtained from the implementation in industry of computeriza­
tion and advanced control, the focus on improved product 
quality and •ere efficient utilization of resources <e.9., 
energy and raw •at9r'ials> is particularly appropriate to 
Indian industry. These would seem to be very important 
factors in making Indian products competitive in world 
1narkets. 

:. The dec1s1on 1:.a ·;o -t1r-st with the slet:l l:-1jus~1 .. ··-=-- ,_, ·~ 
=~tegrated Control s~stems Tor ~teel Flant~ .iNC~S: prGJ~CL 
makes a great deal of sense for the following reasons 

.. al read·, c:ted b, F·~::.·+. 7 . .:. l•J:~~:'"m:; ~r,.~ ..:,':--=-~ '= ~ · 

d.' Steel-mat:.1ng i.·uolves a coruple:: inter-pla_, wT :T1ar·:·y .-er/ 
diverse production processes <e.g., mechanical, thermal, 
chemical, and metallurgical). As a result, production 
efficiency and product quality are closely related to the 
effectiveness with which the variables are controlled and 
the degree to which the system is integrated. Further, the 
production operations are very energy intensive. Thus, 
steel-making offers opportunities for significant 
improvements in performance through the proposed integrated 
control system. 

b) The technology 1s, for the most part, known and its 
benefits have been well demonstrated in a number of steel 
plant5 around the wor-ld. In par-ticular. we cite the 
experiences in several modern Japanese steel plants <e.g .• 
Kimitsu and Ohgeshima Works>. 

c> Prof. T.J. Williams and the Purdue Laboratory for 
Applied lndustr-ial Control, consultants on the INCOS 
pr-eject. have extensive backgr-ound in ~odel1ng and the 
application of h1erar-ch1cal and d1str1but~d cont~cl to 
steel-making. 

3. It is important to look ahead to the e;:tension of the 
INCOS-type pr-ogram <or- simila~ly motivated programs> to other 
industries in order for- the countr-y to realize ~enefits on a 
broader ba~e of pr-oducts and mar-kets. Likely candidates for 
consideration include oil, chemi:.:al. pap·r. and fert1lizer-
1ndustr-ies. 

4. The pr-oposed undertakings ar-e ambitious and challenging -
but they are "doable" with tcday' s technology. What I feel 
is most impor-tant to a successful outcome is the sust~ined 
commitment of r-esources (funds and people> and support !moral 
and political) on the par-t of the go· ... er-nment and ind1..1str·,1 
units invol~ed in the program. 



It seems to me that. in particular. the Appropriate 
Automation Promotion Programme <AAF'P> with Mr. G.S. Varadan 
as Chief Coordinator has been playing a key role in promoting 
the introduction of advanced control technology into Indian 
industry and of catalyzing the efforts of various groups to 
bring about appropriate implementatior •• I believe the AAPP 
program has accomplished a great deal in its few y••rs of 
existence; however, there is still •uch more to be done with 
r•spect to iMplementation in the Bhilai ste~l plant and 
particularly, as noted above. with respect to extensions t~ 
other industries. 

:'1r-. G • .:i. 1./aradar.. ,.:;~F:: ·:e:or-·-.:1-_:.r_.::.:r. a!=Jp.:'2.r-"" .1"2r-" 

~nowledge~ble in the a~ea a~ ~::m2~:ers dGC th~1r ~ppi1ca:l2~~ 

to controi. and he is surelv a very enthusiastic ~rd 
dedicated promoter of ~he ::r-:i~r:;.:r,. :t l:; :mocrt:- ~c 

-.~-.:::-- _ .. _-=·- -

5. In listening to the presentations at the International 
Seminar on Distributed Control <ISDC 86>. I was generally 
favorably impressed with the level of knowledge and 
understanding displayed bv the Indian participants at the 
conferQnce. Similarly. in my interactions with various 
people at the conferen~e, I felt there was strong interest 
and commitment to the goals of the AAPP and INCOS programs. 
This feeling also came through in my dis~ussions with many 
students and staff (e.g., during my visit to IIT Delhii. 

Thus, there already exists a pool of capable and motivated 
Indian nationals who could now or who could potentially take 
on responsibilities for development~ design, and maintenance 
of the propos£1d computer c:ontrol s ~stems. In par ti cul ar, 
there appears to exist a pool of people who have the pre­
requisite sk~lls~ background, and orientation and can benefit 
directly from the specialized training in computer-based 
hierarchical and d1str1buted control suc:h as that offered bv 
Prof. Williams and the Purdue gr~uc to 3~IL engineers. 

This kind of tra1n1ng is an essential component to 
minimizing dependence un foreign se:Ltrces for the e:-:pertise 
needed to implement and maintain the proposed modern computer 
control technolog". 
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Integrated Control of Industrial Systems 

Irving Lefkowitz 
Case Western Reserve University. 

Cleveland. Obio. USA 

Abetrm:l - There is an increasing focus 
on the concept of integrated system 
control in applications to industrial 
sv stems. e.g. chem 1c al processing 
a~d steel. Many factors have contri­
outed to this focus : : 1: the neej for 
more efficient utilization of rescurces 
e.g .. energy. water. labou:. materials, 

:Jecause .Jf ir.c:--easing ~~st. li~itea 

3vailabilitv. or both: :2. demancs for 
higher productivity to meet internat10nal 
competition; and (3) more stingent 
requirements concerning product quality, 
environmental impact, and human 
safety. At the same time, tne tools 
for effecting systems cor.trol (analytical 
techniques, systems methodology, 
computer hardware and software) 
have become increasingly powerful, 
reliable, and available. Here, we consider 
control to include not only the tradi­
tional process control functions, but 
also real-time applications of information 
processing and decision making, e.g., 
production planning, sc,,edulin1~, optimi­
zation, operations control, etc. The 
common characteristic underlying 
control, in the sense employed here, 
is the basing of actions, responses, 
decisions. etc. on information describing 
the current state at the s•tstem (and 
its environment) as interpreted through 
appropriate models. 

Industrial systems are inherently 
large scale and complex, time-varying 
anr:! subjec to disturbances and cons­
t1 aints of various kinds. Effective 
control of such systems has been made 
feasible through the tremendous advances 
in computer technology, p:-oving the 
means for information processing, 
on-I ine control. decision-making in 
real time. and man-machine interaction. 

The h!erarchical control approach 
provides a conceptual franework for 
handling the complexity and uncertainty 
characteristic of industrial systems 
and for organizing the inte~raticn 
of the many diverse decision-making 
and control functions which affect 
svstem performance. 9asically. the 
::JI. e; all c'Jntroi ;:;robiem is decomposed 
into subproblems 3-:cording to topolo­
gical. functional, .:md temporal consi­
derati-:-?1s. Compensations for model 
approximations and int~raction effects 
are effected thrc1ugh the coordinati.ng 
efforts of a supremal control unit. 
The hierachical structure induces 
orderings with respect to time scale, 
degree of aggregation, and frequency 
of control action, and also provides 
mechanisms for effec::ive utilization 
of feedbacks for control and decision 
making. 

The approach is illustrated through 
oexarnples taken from the chemical, 
steel, and electric power industries 
where integrated systems control 
based on hierarchical control conc:epts 
anc distributed computer control archi­
tectures have seen rapid develcp'Tlents 
in recent years. 

The discussion of integrated systems 
control is extE!nded to embrace oatch 
i;.roduction systems - an areas of renewed 
interest because of the exciting possi­
bilities offer·ad by modern c:>n~rol 
technology in addressing some of the 
challenging control problems associated 
w 1th batch processing. 

Finally the subject of 
s·;stems is introduced with 
to the perceived potential 

expert 
respect 

of such 



particular. :;ome Jooortu'."l1t!eS 3rr~ 

described for applyin'J expert systems 
methodology to facilitating the higher 
layers of the control hierachies and 
in or erator training and tec!'lnGlogy 
transfer. 

1. lntr'oWction 

Many · factors cr.ntribute. to the 
need for more effec-tive c'lntrol of 
industrial systems : (1) the need for 
more efficie~1t utiliz·1tion of resources 
re.g.. energy, water l3bour. mate--ials) 
because of increas ng c:Jst. ltnited 
a\'ailability. or both; •.. demand~. for 
higher product1v1l} to meet more 
intense intern;3tic·nal :::ompet.tion: 
and 3) r.1ore stn lCj~Pt :-eauireTients 

mental irr oact. and huma11 3afet• 
because of go,,ernmEnt ;eguiataons 
and greater c'Jnsumer awareness. 

Industrial systems are inherently 
complex and large scale. They are 
characteristic~lly multi\'ariable, nonlinear, 
time varying, and subject to disturbances 
and constraints of various kinds. Effec­
tive control in\'ol ves consideration 
of dynamic coupiings among the system 
components. multiobjective decision­
making under uncertainty. mcln-machine 
interactions. etc. The hierarchical 
control approach provides a rational 
and systematic procedure for resolving 
these problems. 

The control of industrial process 
has evolved '-'ery cons1dernbly over 
the past half century. Early objectives 
of automatic control were to relie'-'e 
human operators of the tedium and 
drudgery of mai'1taini·1q certain key 
variables of the plant at desired values 
t.hr Jugh feedback actiom. Jl,t the same 
time. control devices provided the 
means of achie'linq beter accuracy 
and rnore consistent an j dependi::lble 
results. The introduction Jf electronic 
instrumentation enabltr1 rP-mote sensi·1g 
and actuation which led to the de\'elo~­
ment of centr&I control rooms where 
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. Jl ;e --ur~~~ ... r :~r.t:-'J1 .secs. 
:"''.)le ~ecame .nLreas1ngi" ::me Jf suoer-
111s1on to ad1ust controller set-points 
whene ... er called for by changes in 

environmental conditions, process 
performance, or in product specifications 
The operator also had the responsibility 
of monitoring the performance of 
tt:e various control loops to make 
sure that the ple11t ·!as operating 
properly, to make changes whenever 
product qualitiy C'f production efficiency 
fell below toterance limits, and to 
~e~pond to contmgercy events (e.g., 
a r ialfunct1on of a piece of equipment) 
.\I: n 'Jrooer emergency ac tIOrs. 

It was soon recognised that some 
of the more elementary suoervisory 
•,_rccor.s cGuld ::ie carried oLt automat1-
- -: .... ::- _·Jr ~--~r;--:01e. ::cnt;-J1~E: ""ere 
.rt ~Jjuced r.hat could m air.~ elr f 1 xed 
fu1cttone;I relationshio among :>e\'eral 
process variables so as to improve 
process performance (e.g., yield, effi­
ciency, product quality). At the sar.ie 
time. sophisticatec monitoring and 
aiarm systems were developed that 
automatically sensed the status of 
plant variables and alerted the operator 
if any of them exceeded :Jreset limits. 

The advert of the digital control 
computer in the 1950s initiated a 
revolution in the control of industrial 
plants. The computer made it possible 
to store and process large quantities 
of ::lata and to implement complex 
algorithms in real-time so that we 
could ad\'ance from simple control 
objectives uf maintaining process 
variables at fixed desi:-ed values to 
the more interesting objectives of 
determining how these \'ariables should 
be changed with time or in relation­
sh;p to other variables in order to 
optimize plant performance. The control 
computer also provided the capability 
of rapid switching from c..ne compu­
tational task to another. Thu3! o:ie 
machine could handle a large number 
of control loops as well as \'arious auxi­
liary tasks such as monitoring, start-up 
seque.1ces. ope; at1onal control. etc. 



unfortunatei... :r:e -:'an'• ::irocess 
control computers .vere costly arid 
had •imited speed. memory capacity. 
and 'software capabilities. Reliability 

as another problem. i.e., it was 
:xtremely difficult to assure safe 
and dependable performance of the 
system over months and ev~n yeaAsrs 

f continuou$ plant operation. 
~ result, maly of the initial attempts 
at computer control, while boldly 
conceiveo mid implemented with great 
fervor and effort, fell dismally short 
of expectations. 

Developments in computer techno­
logy over the past fift12en vears h_ave 
resulted in tremendous reductions 
in hardware costs and computation 

3;:;eeds. ar.d storage car:acities ha"e 
1r1c:-eased dram.at1ca1l-.. user-oriented 
programming languages ha-.e greacl:. 
eased the man-machine interaction 
problem, e.g., in programming, debugging, 
the updating computer control algorithms. 
Also, system reliability has improved 
substantir~lly as a result of more reliable 
components and the increased feasi­
bility of . fault-tolerant design, redun­
dancy, and diagnostic routines - enhanced 
by low hardware costs and more sophis­
ticated design techniques. 

More recently, advances in real-time 
applications of minicomputers and 
microprocessors have had a profound 
effect on the directions of current 
effort in industrial systems control. 
Specifically, these have opened up 
new opportunities for syst2m cont igu­
ration based on (i) distributed data 
acquisition and control! and ':ii) hierachi­
c al computer control wher;.. each com pl' -
ter performs selected tasks appropriate 
to its position in the hierarchy. These 
approacher, (in contrast with the initial 
idea of lumping all tasks in one giant 
control computer) have contributed 
to design flexibility. improved reliability 
and sei:urity. better performance. 
etc. 

2. Integrated Systems Control 

A consequence of these develop-

3 

'Tlenc :ias oeen j '• 3St :::ir1Jaden1nq .Jt 

the domain of Nhat ts le::::hnotog1caily 
and econom1cally feasible to achieve 
in the application of computers to 
controi of industrial systems. The 
ability of the computer system to 
gather. ?rocess. and store large quanti­
ties of data, to carry oui: complex 
computational tasks at high speeds, 
to interact effectiveiy with the human 
component of decision-making fln:tions, 
and to adapt readily (via s..'>ftwwe) 
to changing system requirements mer:ris 
that now all aspects of information 
procesing. data gathering. process 
control. on-line optimization. operations 
control even real-time scheduling 
and production planning functions -
may be included in the range of tasks 
to be carried out b-. the computer 
.:ontro! system. ln1s nas made ::iossible 
the reaiizatior. of intP.grated s: stems 
control in which all factors infh.:encing 
plant performance (including the coup­
lings, interactions, and complex feedback 
paths existing in the system) are taken 
irito account in an integrated fashion to 
achieve an overall optimum performance. 

A variety of benefits are ascribed 
to the integrated system control app­
roach as experienced in modern steel 
works. These include : 

(J) Improved efficiency of operating 
units and increased plar.t productivituy 
as result of better quality and the 
ability to control to optimum conditions. 

(b) Better utilisation of rescurces. 
e.g., energy, scares materials. l'T'anpower. 

(c) More effecti·... compliance 
with technological and environmental 
constraints, e.g.. ensuring that air 
and water effluents meet government 
standards. 

(d) Adaptabilit) to time-varying 
conditi:J:is such as tho5e induced by 
cnanging product demands. rosts. 
availability of raw materials equipment 
olJsolescence. etc. 

'.e) Capability of responding safely 



:if"ld 5ec:..ret" :;J -::;nt.n~e~c-. 

e.q.. =qu1pment ::neakoown. 
delivery of needed suppltes. etc. 

(f) Capability of pr1.Jviding effective 
,.,d immediate updates on the status 
of the system. e.g.. orders in process. 
inventories, equipment maintenance, 
etc. 

The problems of realisation of 
imp~f:mentation of an integrated system 
control are generally formidable becaJSe 
of the complexity of the production 
processes. the variety of constraints 
to be satisfied. the nonlinear. time­
v ary1ng dynamics. etc. Multilevel 
and multilayer hierarchical control 
approaches provide rational and svste­
m atic ::irocedures for resolving these 
proo1ems. [n effect. ~he .J•.eraU :>~st::r.:s 

control problem is cecornposed into 
more easily handled sutproblems; 
the subproblem solutions are coordi­
nated by a higher level controller 
so as to assure compliance with overall 
objectives and constraints (1, 2]. 

}. Functional Multilayer Control 
Hierarchy 

The functional control hierarchy 
is characterized by the diagram in 
Fig. 1 in which four classes of control 
functions are identified, nameiy 
direct. supervisory. adaptive. and self-
o rga:iising control functions [3]. 

a) The first or direct control layer 
constit•Jtes the interface between 
the controlled plant and the decision­
making and control aspects of the 
system. A important characteristic 
of this layer is that it interacts directly 
with the plant and in the same time 
scale. We distinguish three subfunctions: 

;i) Data Acquisition : responsible 
for providing the controller 
with the necessary data to 
carry out its control functions. 
including data from plant 
sensors and operator inputs. 
Data may be processed (smoo­
thing. averaging. normalising. 
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.tnear•s•:iq. ~:-1nsfcr-:.1rq. ~tc. 

oefore :;e1ng ;noutted :o the 
control system for storage 
and subsequent utilisation. 

(ii) Event Monitoring : responsible 
for detection of discrete event 
occurrences which affect the 
control. The event may cause 
the controller to initiate an 
action or response, or to signal 
the completion of a task, thf 
introduction of new parameter 
values. or a change in operating 
mode. 

11i' Direct Control responsible 
for 1mplement1ng the decisions 
generated by the higher-laver 
functioris of ~he controller. 
~pe:::lf&c3~l: :he ::1rec': :::rtroL 
function implements t~e target 
of strategy defined by the 
second-layer function through 
direct actions on the plan~. 

b) The second layer or supervisory 
function is concerned with the problem 
of defining the immediate target or 
task to be implemented by the first 
layer. In the normal mode, the objective 
may be control of the plant for optimum 
performance according to the assumed 
mathematical model. Under emergency 
conditions. different objectives may 
take precednece through implementation 
of appropriate contingency plans. 

In the conventional process control 
application. the second-layer intervention 
tak::!s the form of defining the set-point 
values for the first-layer controllers. 
In the discrete formulation. the output 
of the supervisory function may be 
a specified or "next :;tate" to be imple­
mented by the direct controller through 
a predetermined sequence of actions. 

c'1 The third-la~er or adaptive function 
is concerned with updating the algori­
thms employed at the first and second 
1 ayers. reflecting current operating 
experience. 

d~ The fourth-la~er or self-organising 
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•unct:on .s :'Jr.c~r~e_; .... :"' :<:·:.-,;::::~s 

relevant to the cno1ce 0f st;-ucture 
of the algorithms associated "Nlth 
the lower layers of the hierarchy. 
These decisions are based on overa1l 
considerations of performance objectives, 
priorities, assumptions of the nature 
of the system relationships and input 
patterns, structuring of the control 
system, coordination with other systems, 
etc. 

Attributes of the multilayer struc­
ture are: 

'a) The structure provides a natu­
ral hierarchy in which each 
layer has a priority of action 
over the layer below. lil general, 
information passes up the 
hierarch" \Ja the ::oMmon 
data base: tr.e results of 
decision making and evaluation 
pror:eed down the hierarchy 
either via the data base or 
via the computer executive 
programme. 

(b) The layers of the hierarchy 
rei:;. resent different kinds 
of control functions, hence 
require different kinds of 
computation and information 
processing algorithms. This 
means that we can do a better 
~ob of tailoring the hardware 
and software to the specific 
needs of the subproblem asso­
ciated with each control 
layer. 

An application of the multilayer 
control approach is described in the 
context of a catalyi:ic reactor process. 
[4]. The process inputs are controlled 
as continuous functions of time; however. 
at discrete points in time, the "normal" 
operating mode is disrupted to go 
into a "regeneration" mode for the 
purpose of restoring catalyst activity. 
Thus. a scheduling problem is super­
imposed on the continuous problem. 

The direct control function is 
concerned with the task of controlling 
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..> ' - .. ::-•. :::r~ssur~s. 

temoe:-3tures 3rel ·:cw rates accoroinq 
to the tra1ectcries '.)f set-point values 
defined by the superpvisory control 
function. This function is implemented 
by means of conventional feedback 
control loops, with perhaps some feed­
forward considerations. The local 
objectives are essentially the mainte­
nance of the controlled variables at 
their respective set-point values within 
acceptable toler;n:es. 

The determination of set-points 
at the second layer is based on a model 
of economic :Jerformance approprite 
to the mode of operation. Thus. in 

the normal oor:iting mode we ma" 
determine values for the control varia­
bles which will tend to maximise product 
. :e!d .:ar.sistent 1.:::.h s'.stem constraints 
and spec1t1cat1ons :Jn product qualit•. 
In ~he catalyst regeneration mode. 
we may want to operate the plant 
so as to m1mm1se the duration of the 
regeneration period, i.e., the period 
during which product is not being 
produced. There are at least two distinct 
tasks assigned to the third layer. The 
first relates to the updating of selected 
parameters of the lower-layer control 
algorithms to take care of the effects 
of normal variations in operating condi­
tions, ca':alyst activity, etc. The second 
t 3Sk relates to the criterion function 
for switching from the normal operating 
rr ode to the regeneration mode. The 
conditions for switchir1 may be deter­
mined througn solution of a scheduling 
problem whose objective is to maximise 
an overall prnfit function in which 
is imbedded the optimisation model 
used at the second layer. 

The fourth control layer has the 
responsibility of selecting the operating 
mode and, consequently. the programmes 
to be used by Lhe lower-layer control 
functions. In particular, we note in 
this example that a transfer of mode 
requires extensive changes in the control 
stn .. cture; these are coo!'uinated by 
fourth-I ayer intervention. 



f>AJltilevel Control Hierarchy 

the multilevel control approach. 
In all plant system is decomposed 

t .. e over . h . 
. ''to subsystems, each wit its own 
in al controller. In this scheme: 
IOC 

(a} The first-level controllers 
cornpensate for local effects 
of the disturbances~ e.g., 
maintain local . perfonn.,ce 
close to the optima.m while 
ensuring that local constraints 
are not violated. 

,b) The second-level controller 
modifies the criteria and/or 
the constraints for the first­
level controllers in response 
to changing system requirements 
so ~hat actions of the local 
controliers are 
with the overall 
of the system. 

consistent 
object1\ies 

In effect, the subsystem problems 
are solved at the fir-st level of control. 
However, since the subsystems are 
coupled and interacting, these solutions 
have no meaning unless the interactton 
constraints are simultaneously satisfied. 
This is the coordination problem that 
is solved at the second level of the 
hierarchy. A schematic of a two-level 
multilevel structure is shown in Fig. 2. 

The decomposition of the overall 
system into subsystem may be based 
on geographical considerations (i.e., 
relative proximity of different units), 
lines of managerial responsibility (e.g., 
steel-making shop and rolling mill 
in a steel works), or on the type of 
equipment (e.g., distillation tower 
and reactor in a chemical plant). In 
general, however, the plants are designed 
so that these divisions correspond 
to lines of weak interaction, i.e., 
through tt.e incorporation of various 
"buffer" or control mechanisms, the 
resulting sybsystems are partially 
decoupled so that interaction effects 
tend to be small and/or slowly varying 
with time. 

The multilevel approach leads 
to the following advantages: 
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a, ~ reduction 1n the total compu­
tat1onal effort because of 
less frequent second-level 
action. 

(b) A reduction in data transmiss­
ion requirements because: (i) 
most of the control tasks are 
handled locally, (ii) much of 
tt'le information required.at 
the leCOnd level consists of 
averaged and aggregated data, 
and (iii) the upper-level action 
takes places at lower frequencv. 

~c) A reduction of development 
costs for the system by virtue 
of the fact that the models, 
control aligorithms. and compu­
ter software can be de"eloped 
in a step-by-step. semi-indepen­
dent fashion. 

(d) An increase in system reliability 
because (i) a computer malfunc­
tion at the first leval need 
only affect the local sub­
system, and (ii) the system 
can operate in a suboptimal 
but feasible mode for some 
time in the event of a failure 
of the second-level computer. 

One application of the multilevel 
approach is in the electric power 
industry where the power gel"'eration 
and distribution system is designed 
as interconnection of semi-independent 
subsystems (5, 6]. Thus, there is a 
natural decomposition induced by techno­
logical considerations at the generating 
unit level, geographical considerations 
at the generating station level, ownership 
boundaries at the company level, etc. 

A second application of multi­
level coordination is suggested by 
the problem of scheduling a hot strip 
mill (7. 8]. The function of the mill 
is to roll steel slabs into thin strips 
of specified dimensions and metallurgical 
properties. Wear of the surf ace of 
the mill rolls imposes constraints on 
the allowable sequence of strip widths 

and thickness tk1t may be rolled between 
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;1Jc:ce33,.,~ roll ::'laru:;es. ::e,natmns 
from thts sequence result in either 
degraded strip surface quality or reduced 
mill production, both undesirable with 
respect to mill performance. In order 
to follow the prescribed sequence (and 
still meet d~livery commitments, 
etc) slabs of different sizes and grades 
are often required. rlowever. the steel 
shop s~t1eduler wants to minimise 
the runber of grade changes becaJSe 
of the increased likelihood of off­
standard. product during the transition 
from one grade to another. Similarly, 
there is a significant set-up cost associa­
ted with changing slab dimensions 
on the continuous casting machine. 
hence, the slabbing department wants 
to minimise the frequency of slab 
changes. An alternative is to p!'ovide 
more storage of slabs in the slab yard 
but thiG may increase slab yard costs. 
Thus, we have a role for a higher 
level production scheduler that reconciles 
the conflicting {local) objectives of 
these interacting production units to 
satisfy overall objectives and constraints. 

5. T empral Multilayer Control He­
r.my 

The multilevel control hierarchy 
includes an ordering with respect 
to time scale; spefically, the mean 
period of control action tends to increase 
as we proceed from a lower to a higher 
level of the hierarchy. In addition, 
any controller within the multilevel 
structure may itself represent a series 
of control tasks that tend to be carri~d 
out with different frequencies or time 
priorities. This motivates the concept 
of a temporal control hierachy wherein 
the control or decirsion-making problem 
is partitioned int.a subproblems based 
on the different time scales relevant 
to the associated action functions. 
These time scales may reflect (i) time 
required to obtain the inform at: Jn on 
which the control action is based, 
(ii) bandwidth properties or mean time 
between discrete changes in disturbance 
inputs, (iii) time horizon associated 
with the control problem, and (iv) cost­
benefit trade-off considerations. 
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ihus. .n :'.le -nultllayer temporal 
hierarchy. at Leth layer contrl)ller 
generates a decision or control action 
every Tk units of time (on avera.,,;e), 
with Tk+ 1 > Tk, k = 1, 2, ••••• , based 
on the inp1•t information currently 
a-lailable, i.e. state of the plant and 
envirorvnental factors; targets and/or 
constraints provided by a (k+ 1 )th layer 
controller; feedback of prior experience 
provided by a (k-1)th layer controller. 

The temporal hierarchy approach 
provides a rational mechanism for 
reducing the effects of uncertainty, 
introducing experimental feedback, 
aggregating variables and simplifying 
models, and implementing systems 
integration through well-defined assign­
ments of tasks and responsibilities. 

An example of the set of control 
functions distinguished by their temporal 
attributes is provided by the hot 
strip mill referred to earlier. Because 
of surface wear, the rolls have to 
be replaced at frequent intervals. 
Each roll change sets in motion a 
sequence of events by which the mill 
goes from its normal operating mode 
to a roll-change mode and back again, 
with the attendant shutdown and start­
up procedures. The roll change also 
affects the sequencing of slabs over 
the subsequent operating periods. 
The receipt of a new order, involving 
perhaps a large number of slabs, requires 
new mill instructions and setups deter­
mined by the order specifications 
and other factors. As each individual 
slab enters the mill it initiates a series 
of actions relating to roll settings, 
speeds, etc. Finally, various feedback 
mechanisms apply in almost continuous 
action to maintain at predetermined 
values the tension, thickness, and 
temperature of the steel strip at critical 
points in the mill. Thus, there 1s a 
broad spectrum of control and decision­
making activities ranging in time scale 
from seconds to weeks, and these 
activities interact in a special way 
bee ause of the temporal relations. 

A second example, common to 
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ut1culat1on or production planning 
and scheduling functions spanning a 
range of time horizons, e.g., five years, 
monthly, weekly, daily• hourly. Besides 
the obvious ordering with respect ta 
time scale, there are related charac­
teristics that have to do with the 
form of the model, the degreee of 
oocertainty involved in the decision­
making, the level of aggregation, the 
information flow requirements, etc. 

6. Application of lnbq'ated Systems 
Control in the Steel Industry 

Some of the most advanced appli­
cations of integrated systems control 
based on hierarchical control concepts 
and distributed computer control archi­
tectues 3re in the steel industrv [8]. 
Representative of some modern steel 
work is a computer control system 
organized in. a hierarchy of four levels 
as follows: 

A-Level Production planning, 
order processing, order status, material 
requisitioning, shipping, reports. 

B-Level Production 
data gathering, allocation 
products to customers, orders. 

scheduling, 
of semi-

C-Level Production control, 
preparation and display of work instruc­
tions, data gathering, reports. 

0-Level 
tions control. 

Process control, opera-

Computers carry out the various 
information processing, decision-making 
and control functions for the system. 
ThP computers access extensive data 
files in which are stored work instruc­
t ions, order files, work-in-progress 
files, etc. The information flows follow 
the general pattern of the hierarchy 
described in preceding sections: deci­
sions and control actions proceed from 
higher to lower-level control units, 
with information feedback on the results 
of prior actions going in the reverse 
direction. There are also some hori­
zontal channels of inforamtian flow 

.vr-er~o-. ·:1 ::r(:--:: .. ~ · - 0 c~:\i-:''3 .ror-:r­

amt1on on the dec.sicr.s :Jf other units 
at the same lev.:?l ~nat affect its deci­
sion-making. For example, the hat 
strip mill production scheduler receives 
information fro.,, the steel making 
shop on the slabbing schedule; the 
mill, in turn, sends back information 
concerning its results with previous 
slabs as they may affect future scne­
dules of the steel-making shop. 

7. Applictian of lntegnted Symms 
Control to Batch Procwing 

Batch processes have important 
3pplication in irdustry where (i) the 
product is high " ~!ue and low volume 
(e.g. specially chemicals and pharma­
ceuticals), (ii) c1..:rrent technology doesn't 
lent itself to continuous processing 
e.g. fermentation,. and :iii, where 

operating conditions are critical and 
must be varied over time in a very 
precise way. 
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Because the basic transformations 
in a batch process take plac"' aver 
time rather than space, the .1ystem 
is intrinsically time-varying and non­
linear; hance, these characteristics 
may have to be explicitly considered 
in the desi<71 of the control algorithms. 
By the same token, the incorporation 
of adaptive control features may be 
particularly important in batch process 
control. Another consequence of the 
nature of the batch . process is that 
optimisation (to ~ economic objective) 
is a variational problem and the metho­
dology must provide for on-line imple­
mentation and appropriate feedback 
mechanisms. Here again, adaptation 
may be an essential component of 
the system, particualrly where the 
optimisation model is only an approxi­
mation of the process relationships. 

Another distinguished feature 
of the batch process is that discrete 
operations (e.g. loading the reactor, 
adding reag.onts at specific points 
in time, etc.) are typically superimposed 
upon continuous-time functions (e.g., 
control of reactor temperature). This 
induces, of course, many special require-



11enrs N1th respect to the .:Je'lletopment 
of integrated algorithms for control 
and decision fl'1ak1ng, as well as the 
hardware and software means far imple­
mentation. At a hi<j'ler level, we may 
consider the case where production 
facilities are time-shared over a n1.n1ber 
of distinct products. This introduces 
problems of scheduling and production 
plaviing, particularly as they inter~t 
with the optimizing and direct control 
hn:tiona. 

8 Expert Systems Methodology 
and Applications to Control 

There is a very rapidly evolving 
interest in export systems as an app­
roach with broad implications for expan­
ding the scope and range of effective­
ness of computers applied to the L.:Ontrol 
of industrial systems. There are already 
a number of ar.plir-ations of the metho­
dology proposed - and even some scatt­
ered practical realizations - in such 
diverse areas as adaptive control, 
process diagnostics, production sche­
duling, and batch process control. 
A few motivating factors behind· this 
direction of interest are: (i) improving 
the range of effectiveness of the control 
system,(ii) extending the domain of 
automatic control, i.e. automating 
some of the activities/operations curr­
ently carried out by humans, (iii) facili­
tating the process of system desi1J1, 
startup, updatir1g to new knowledge 
and new conditions, \IV) increasing 
overall system reliability and robustness. 

An expert system may be defined 
as a computer programme that performs 
an intellectually demanding task at 
least as well as most (human) experts 
[10]. The important distinction made 
here is that the task be "intellecltually" 
demanding as opposed to merely ·'mecha­
nically" deman~ing. Examples of the 
former are game playing programs 
(e.g. chess) and dia1J1osis programs 
(e.g. medical diagnosis); examples 
of the latter include a matrix inversion 
routine or a statistics package. The 
system consists of a knowledge base 
which contains the knowledge and 
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r1.,.1es needed to make jec1s1ons, data 
base which contains the data (e.g. 
sensor readings, alarm si1J1als, etc.) 
that the system uses in its decision 
process, and an inference engine which 
manipulates the knowledge to arrive 
at and explain decisions. 

Some commonly identified attri­
butes of the expert sys~em are: 

1. It can capture the judgemental, 
experimental, and intuition aspects 
of a good operator (or "good" 
desi1J1er or "good" decision-maker). 

2. It can imbed objectives and cons­
traints as logic statements. 

3. Heuristics. reasoning. and rules 
of 1nfeience may be easily incor­
porated. 

4. There is a clear separation of 
the domain dependent (knowledge 
base) and the domain independent 
(inferential engine) aspects of 
the problem. 

5. The chain of reasoning can be 
made transparent to the user, 
i.e. providing the "why" of the 
systems output. 

We describe briefly below a number 
of control applications of expert systems 
- both current and potential. 

a) Process disCJ)ostics 

This area is perhaps the most 
prominent application di"C'JS~ed in 
the Ii terature, particularly in i he .nedi­
ca! domain, e.g. in the diag-1osis of 
disease (10, 11). The analogy to the 
problem of detecting and identifying 
faults in process control systems is 
immediate and direct. An increasing 
number of applications are being •epor­
ted; references include: fualt dia1J1osis 
for electric pcwer systems (12], for 
nuclea~ reactors ( 13), for a relay net­
work L 14), and for a chemical process 
(15]. The contributions of the expert 
system here may be the effective 



encapsulating of 1udgemental and eltperi­
mental factors 1n interpreting obser­
vations. For example, an abnormal 
rise in a temperature reeding may 
be related by a set of rules and infe­
rence statements to some action or 
conclusion based, not only on quanti­
fiable functional relationships (e.g. 
mass m1d energy balS1ces, known reac­
tion kinetics, etc.), but also on such 
factors •· the source/quality of raw 
materials, prior history (e.g. has the 
temperature rise been slow or abrupt, 
monotonic or fluctuating), on environ­
mental conditions, etc. More specifi­
cally, we may consider the inference 
of faults from patterns of behaviour 
of key process variables; we may incor­
porate heuristics to distinguish between 
actual fault conditions and the con­
founding effects :Jf noise and u\narn:c 
interactions. 

b) Adaptive control 

There would seem to be many 
opportunities for improving the robust­
ness and range of effectiveness of 
adaptive controllers by superposition 
of expert systems methodology [ 16, 
17]. In particular, the expert system 
can utilize qualitative measures of 
the closed-loop system's response charac­
tersistics, e.g. reflecting an operator's 
assessment of what constitute a good 
controller response. In this, it is impor­
tant to be able to distinguish between 
feedback-induced and disturbance-indu­
ced response characteristics, as well 
as to distinguish interaction effects 
in multiloop feedback situations. We 
see opportunities for handling anomalous 
behaviour due to essential nonlinearities 
in the process, asymmetric dynamic 
response characteristics, "reverse" 
action response, multimode operatiol"s, 
etc. Finally, there is the opportunhity 
of coupling the process diagnostics 
subsystem with tt>e adaptive control 
to identify abnormal beha-viour of 
the system due to fault occurrences 
and theteby avoid compounding potential 
problems resulting fl'om misguided 
action by the adaptive unit. One com­
mercial manifestation of the expert 
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·:ontroller. 

c) Smart sensor/automated inspection 

Two successful examples of the 
application of expert systems to the 
problem of inferring physical attributes 
from available sensor outputs Sid 
perhaps quahtative Sid/or subjective 
observations of physical attributes 
important to a sublequent control 
or decision-making action, are [ 11]: 
(i) a programme that identifies mole­
cular structures from mass spectral 
and nuclear magnetic response data, 
and (ii) a programme that determines 
guides for mineral exploration from 
soil and geological deposit data. These 
applicatior.s would seem to be similar 
co the gene:!c prciDlem of or.-line mea­
surenent of product qualitv and its 
extension to automated inspection. 
Finally, closing the loop in an automated 
quality control system must invariably 
invoke considerations of cause and 
effect, i.e. what is the likely cause 
of an observed quality deviation and 
how many it best be corrected? Again, 
these considerations are ·often governed 
by judgl'Tlental and experilential factors. 

d) Production scheduling/planning 

A dominant factor affecting overall 
plant performance is the effective 
integration and coordination of produc­
tion units. Thus, a plant-wide computer 
control system must incorporate means 
for implementing production scheduling 
and planning, particularly in a time­
v arying and partially uncertain environ­
ment. Unfortunately, however, this 
class of problems tends to be combi­
i1atori al in nature which usually implies 
prohibitive computational requirements. 
The human scheduler is able to come 
up with at least adequate solutions 
through the ability to abstract the 
dominant features of the problem 'lnd 
to apply heuristics (which serve to 
reduce the search domain). 

An expert system that can emulate 
the human scheduler or planner would 



enable this aspect of ::ilar.t-w1de control 
to be automated. In an early study 
along these lines (18), a multiproduct 
batch chemical plant was scheduled 
every time a disturbance even (e.g. 
a change in the order book made obso­
lete the previously computed schedule. 
Heuristics coupled with a fast-time 
simulation of the process rendered 
the approach feasible. . More recent 
applications ·cited in the literature 
include electric power generation sche­
duling [19, 20], reshuffling of reactor 
fuel rods, and steel mill scheduling 
[8]. 

eJ Computer-aided control system 
design 

Increasing attention is being given 
to automating controi system design 
using computer-aided-design (CAO) 
methodology. The opportunities may 
be greatly enhanced by superimposing 
expert system methodology, particularly 
as it facilitates the coupling of the 
process engineer's expertise with that 
of the control engineer. The process 
engineer communicates his know-how 
of the process needs and constraints; 
the control engineer provides the know­
ledge needed for configuring the mea­
surement and control sytem [21]. 

f) Hierarchical control structure 

The hierarchical control approach 
induces an ordering with respect of 
time scale, problem complexity, degree 
of uncertainty and other attributes. 
In general, as we go up the hierarchy, 
time scale~ complexity and uncertainty 
all tend to incease. This suggests a 
design philosophy wherein algorithmic 
methods are applied at the lower layers 
of the hierarchy and expert system/ 
artificial intelligence methologies 
are applied at the higher layers. This 
point of view is consistent with that 
expressed in [11]: "Knowledge of a 
domain takes many forms. When that 
knowledge is firm, fixed, and forma­
lized, algorithmic computer programmes 
that solve problems in the domain 
are more appropriate than heuristic 
ones. 
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ones. l-iowe11er. Nhen the knowledge 
as subjective, ail-codified and partly 
Judgemental, expert system embodying 
a heuristic approach are more appro­
priate." In a sense, the time scale 
ordering is fortuitous. At the lower 
layers we tend to have better defined 
ar 1 more precise models aid algorittwnic 
mb~hodl are fast aid easily imple­
mented. The Al type programmes M.Jgg­
ested for the hipr layen tend to 
be relatively tlaw aid require larger 
and more sophisticated machines. 
However, at the higher layers the 
time period between actions is very 
much larger, hence speed of compu­
tation (in the search process) need 
not be a constraint. Further, there 
is the increasing opportunity of time­
sharing the ~ac:iity. hence prorating 
costs. 

The self-organizing layer is parti­
cularly appropriate to this discussion. 
This layer is concerned generally with 
decisions relevant to how the overall 
system is structured, the characteri­
zation of the knowledge base, assump­
tions regarding the nature of the system 
relationships and input patterns, the 
assessment of performance objectives, 
priorities and constraints, and other 
aspects of the problem formulation. 
This layer of activity is characterized 
by complexity, uncertaintv (fussiness), 
multiple and not easily quantified 
objectives, and, in general, a lack 
of effective analytical or computational 
tools for problem resolution. As a 
result, with very few exceptions, the 
implementation of this layer ha& been 
exclusively the domain of the human 
expert who, through experience, intui­
tion, heuristics, reasoning, etc. is able 
to come up with reasonable (perhaps 
suboptimal) decisions. 

It would seem from the foregoing 
that there are interesting prospects 
for automating at least some segments 
of the sel!-organizing layer function 
via expert systems methodology. Of 
particular interest from a "control" 
perspective, is the automation of fourth­
layer responses to discrete disturbance 



e"ents thdl affec~ s· stem ielat1onsh1ps 
and structure. Exomples include eccu­
rrence of a fault m the process· of 
control system, ma1or changes in pro­
duct mix, raw materials, or cast factors, 
etc. Fourth-layer action may also 
be in response to new knowledge accu­
mulated through operating experience 
with the procb::tion process. Tt.Js, 
knowledge acquisition may be "1 impor­
tant component of Sly proposed study 
of an expert system implementation. 
This has two aspects: (i) communication 
of the experiences of l"iumans interfat.:ing 
with the system :n a form that can 
be properly interpreted by the expert 
system. and (ii• self-learning capribilities 
of the expert system. i.e., automating 
the knowledge acauisitic~ task :meta­
ie'.el knowledge t:.:;se . 

The abo"e arguments appl) equall) 
well to the upper levels of a multilevel 
control hierarchy (horizontal decompo­
sition). Here, the overall process is 
decomposed into subprocesses, each 
with its own computer control system 
responsible for satisfying local cons­
traints and local objectives. The role 
of the higher level controllers is to 
coordinate the actions of the local 
controllers so that overall goals/cons­
traints are met. This involves, typically, 
the implementation of scheduling func­
tions, integration of often disperate 
processing units, multiple objectives, 
etc. which call for "expertise" in the 
solution of the problems. Thus, the 
rationale for an expert systems approach 
has meaning here too. 

g) Technology transfer applications 

An area of application of expert 
systems which should be of partiC'ular 
interest to countries in the process 
of developing or modernizing their 
industrial base is that of operator 
training or, more generally, of techno­
logy transfer. Here. we consider two 
important features of the expert system: 
(i) the learning capability, and (ii) 
the explaining capability. 

In the learning process, the exper-
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t1se of the ''e"pert" or trained operator 
1s encapsulated withan the computer 
progr~. This is usually facilitated 
through the efforts of a knowledge 
engiener who is able to (i) identify, 
by means of appropriately posed ques­
tions, the essential facts, behavioral 
characteristics, rules and heuristics 
which are needed to achieve the desired 
level of perfonnance out of the produc­
tion sytem, and (ii) translate this "know­
ledge" into appropriate code that can 
be utilized by the expert system prog­
ramme for transmission to the operator 
in a training or operator guidance 
mode. 

In the explanation process, the 
e"pert system diagnoses th~ current 
state Df the orocess and makes reco­
mmendations to the operator for actions 
to take. On request. the computer 
can then explain the reasons underlying 
the recommendations; i.e., how it 
interpreted the available informatiOf'\, 
what assumptions were employed, 
and perhaps even what weightings 
or priorities were assigned to conflicting 
observations or inferences. In this 
way, the operator is able to learn 
from the experiences and understanding 
incorporated into the expert system. 
Equally important, the operator can 
question the bases under which conclu­
sions were drawn, inputting his own 
judgement or experiential factors to 
arrive at a more acceptable computer 
output. 

This area of application is still 
very much in its infancy; it seems 
clear that there is considerable potential 
for significant contributions to techno­
logy transfer as the associated artificial 
itelligence methodologies become more 
cost effective and efficient. 

9. Smlmary 

Goals of improved productivity, 
efficiency, and product quality have 
motivated, over the years, a continuing 
development of control theory and 
practice in industrial applications. 
Here, control is considered 1n a "ery 
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~f aec1S1on-mak1nq app11e:l to the opera­
ting system. ranging from . process 
control to production scheduling and 
planning. 

The digital comJ)uter plays the 
central role in making feasible inte­
gratea control of the industrial system 
where it serves the functions of infor­
m at ion processing, on-line control, 
and decision-making in real time. 
The hierarchical control approach 
provides a conceptual framework for 
organizing the integration of the man,, 
diverse decision-making and control 
functions which· affect system perfor­
mance. 

Integrated systems control and 
the hierarchical control approach are 
jiscussed also in the context of the 
cont!'ol of batch production processes. 
Fin all v, som: poLential applications 
of e~pert systems methodology are 
presented with respect to advancing 
the goal of integrated control of indus­
trial systems. 

The various approaches described 
are illustrated through examples taken 
from the chemical, steel, and electric 
power industries where substantial 
advances have been made in applications 
of hierarchical and distributed control. 
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