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MNAGEllEMT SUIQIARY 

Telecommunication software, and in particular the software to 
control a telephone exchange, has a number of characteristics 
that makes its development complex and costly 

Such software is notable for 

its size and coaplexity --
The complexity of the software is a reflection of the 
complexity of the functions of a telephone exchange, and the 
development of such software is a challenging task which 
needs particular attention. To keep the development 
manageable, the choices relating to (1) the system and 
software architecture, (2) the organisation of the 
development activities, and (3) the software techniques and 
tools employed must be exercised taking into account ~heir 
effect on the overall quality and the outcome of the 
development effort . 

• the long working life required --
A typical switching system will be in use for at least 20 
years and the basic components of tne telecommunication 
software must be designed so that their use can be adapted 
and extended over this long period. One of the main design 
objectives for modern switching systems is to make the 
software 'future proof'. For this, the software must be as 
independent as possible of both the architecture and the 
hardware of the switching system, so that it can accommodate 
additions and changes to the hardware with little or no 
modification. 
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the need for real-time operation --
The software has to deal with a large number of simultaneous 
activities, most of which require guarante~d response times. 
It has to interact intensively with dedicated hardware, and a 
high degree of parall~lism through multiprogramming and 
multiprocessing must be employed. The software ~ust be 
predictable in its temporal behaviour, and this requires a 
certain simplicity and perspicuity of structure. It must also 
be performance sensitive, so the executable code must be 
efficient . 

the stringent reliability and availability ~equired --
Most conventional systems may be stopped at certain times 
without sericus consequences. For a telephone exchange the 
requirements are t~cally different~ failure of a telephone 
exchange for a period of even 15 minutes is so rare that it 
would be ~eported in the newspapers. To satisfy these 
rigorous requirements, a whole series of design features are 
necessary: (1) hardware and software units must be 
replicated and guarded so that faults can be detected and a 
faulty unit repaired without interruption of the normal 
service, (2) the software must be capable of detecting and 
overcoming any adverse condition, and (3) the maintenance 
procedures must be defined so that they can be carried out 
during normal service. 

Based on this analysis the handbook identifies the following 
prerequisites for entering the teleco11.Gunication market: 

A creative environment for skilled and motivated university
educated personnel, providing contact between industry and 
university, and able to draw on a strong technological base. 
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The presence of research and develoµaent centres where 
feasibility studies can be carried out, basic designs 
proposed and evaluated, and new technologies developed. 

Standardisation of development aethods, concentrating on 
CCITT standards, using SOL, CHILL (or C) and MML as the basis 
for the development of tools for specification, with 
implementation on industry standards development platforms. 

• conformance to international switching standards to be able 
t~ obtain components and know-how at competitive rates and to 
take advantage of world-wide design expe~ience. 

conformance testing facilities, for hardware and software, to 
enable shared and local development of software components. 

An integrated framework for systematic development, starting 
with subsystems and smaller exchanges and including design, 
manufacture and system support. There must be long-term 
political support and the activity must be the responsibility 
of a high-level government policy-making body. 

Long term finances to help a new supplier to provide a wide 
range of support over the long product lif ecycle • A 
realistic financial plan would be to expect a return on the 
investment within 15-20 years, while building up sufficient 
reserves to support new product development. Financial and 
organisational support is required for participation in 
international standardisation activities, and for the later 
dissemination of the knowledge. 

Market regulation is almost essential unless a relatively 
high level of expenditure can be sustained for a long pericj. 
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A wide range of educational material must be introduced into 
conventional tertiary education courses in telecommunication, 
computer science and engineering. This must be complemented 
by more specialised short and long term courses targeted at 
new entrants, and for retraining those already in the 
industry. 
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PREFACE 

<n·er the years. soft,.-are costs for telecommunication s~·stems ha,·e steadi I'" 

ir.creased in contrast to the sharp dO"-'Tl1'ard curve of hard•are costs: in this. 

teleco11111unication soft•are is follo•int the trend ot e\·en· inforwation 

technologv-intensh·e application. Telecommunication soft"'·are is complex and 

hi~hh· intricate and the effects of soft•are defects can be as dama~inr, c;s 

hard•ar£ breakdo"''Tls and vet are harder to detect. Program desi~n rrrors dr~ 

often manifested onl ,. bv remote secondan· efhcts that .'.iH almost 

unforeseeable at the design stage. So the production of reliablt 

teleco:nmunication soft,,;an· is particular}\· cost}\· and time consuminf_. 

!iaintenance and updatinf, of telecommunication soft"'·an throuhh th< 1 ifc -timt 

ct t•:e svstem is also a hard and exactinr; task and therefore no less cost!,·. 

Th£ extent of the problem becomes compounded •hen a telecommunication s,·stor. 

is desi~ned tor use in mam· countries. each 11:i th its o\:n nC:t\:ork 

characteristics and con~trnints. 

To the dH·t:loper of telecommunication equipment. the specification. 

ilDplementation and testinf, of soft1r:are not.:" account for bY far the larf.'St 

slice of thE dE:\"elopment budget. The devElopmEnt of a famil ,. ot s,·stem~. 

intended to co\·er an entin> rangt: of exchanf_es from lo" capaci n· loc;,l 

exchangEs to larf,E trunk transit exchanges. ,.-ould require the production ot 

telecommunication soft""are in terms cf thousands of soft,.-are programs. "'·itli 

continuing E:Xpenditure of effort for at least t""o further s,·stem F,ene-rations. 

Consequentlv. telecommunication soft""are development is a major source of 

concern to telecommunication industrv PJanagement. But ,.-h,· is this so? ;."hat is 

so speci~l about telecommunication soft,.-are? And. ,.-hat implication£ do thcs< 
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factors have for countries intending to enter the telecommunication market? 

In this :-iandbook . •e •ill examine these issues. 

The handbook is structured as follo•s: Chapter 1 pro'\·ides an introduction to 

the importance of soft•are in teleco ... unication. In Chapter l. the basic 

functionalitv of a telecoDDUnication svstem is defined and the implementutio11 

of these tunctions is discussed. The place and role of soft•are in th£ 

implementation of the basic functions is briefh· identified. In Chapter ) . th£ 

specific properties ot telecommunication soft•are are discussed in detail. In 

Chapter 4. conclusions arc formulated about the factors that makt 

telecommunic~tion soft•are so difticult to develop and maintain. Chapter S 

discusses the prerequisites for entering the telecommunication market. Th~ 

Annex coP.tains a brief overvie~ of CCITT telecommunication standards. 

This report is intended as a handbook for decision makers familiar ~ith 

general telecommunication and informatics issues but •ith no specific 

expertise in telecommunication soft•are. Our intention is to provide a concis( 

document that enables one to understand the basics of telecommunication 

soft,.-are de\·elopment. ';,.nile it contains a certain amount of nf:cessan· 

technical information. the report is also intended to be comprehensible to 

non-technical decision makers. 
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1. Importance of software in telecommunication 

On February 14. 1876. Alexander Graham Bell applied for a patent for a telephone. It was 

gr.inted on March 7. 1876. and three days later the first telephone conversation took place. New 

Haven. Connecticut. was in 1878 the first city to have a commercial telephone exchange. and this 

served 21 subscribers. The monthly rental of a telephone at that time was approximately S38 

and the average income about $20 per month. 

Telecommunication thus has a tradition of more than a hundred years and starting from the early 

days when it was limited in use to a few fortunate places it has now spread to every country in 

the world. Some of this spread is relatively recent: from the I 960's telecommunication has 

changed more than in preceding 70 years. 

For example. telephone networks have expanded considerably 

• in the number of subscribers. and 

• in range (almost eve1} country has an automated long distance service) 

and making international and intercontinental calls is common. The structure of 

telecommunication services has also changed considerably and the design of contemporary 

telecommunication equipment bears little resemblance to that of its predecessors. Distance and 

time are no longer constraints and the provision of efficient telecommunication services ha~ 

made it possible to use global time differences to advantage. rather than be constrained by them. 

If these changes are to be attributed to one factor. then it must be to the introduction of 

automated services made possible using .'itored program control of exchanges. 

The first exchanges were manually operated: the caller infonned the exchange operator of the 

desired connection and the operator then manually inserted the calling plug to the jack of the 

far-end subscriber and rang the bell of the telephone being called. Once the call has been 

completed. the operator disconnected the plugs and noted the call and its duration. The operator 

managed the use of the exchange and on request could provide many addit:onal services. But. 

clearly, human operation of the exchange wac; slow and error-prone and the number of calls that 

could be handled was limited. However, the human intervention of the operator made it possible 

to provide very sophisticated services that the present day exchange cannot provide 

automatically. 

-- I 
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It did not take long for attempts to begin to automate the operation and maintenance of the 

exchange. In 1889. Almond S. Strowger invented the automatic. electro-mechanical line selector 

which led to the automatic telephone system. Even with this level of automation. in the early 

systems dialling was not as simple as it is today: for example, the subscriber had to press a 

button on the te:ephone nine times to dial the digi~ '9'. Each time the bunon was pressed. a pulse 

of electric current was sent to the centr.il station, where relays operated the electromagnets that 

selected the desired line. But since that time, more and more of the facilities of the exchange 

have been automated and today manual assistance is needed only for exceptional services. 

There have now been three generations of exchanges, with differences in both connection and 

accounting services. The first exchanges required manual connection and manual call accounting 

and the 'exchange' wao; really just a switchboard: long distance connections required 

communication between operators to establish the call. This wao; followed by the 

electromechanical exchanges using delay or cross-bar switching techniques for automated 

connection between caller and receiver. Call accounting was still simple and call duration was 

measured in terms of meter 'ticks' but long-distance dialling was possible using special code 

prefixes. In he 1960's, the first computer controlled exchanges (the so-called 'stored program 

control' (SPC) exchanges) went into wide-scale use and this transformed the quality and extent 

of telecommunication services. In addition to the services previously provided. calls could be 

routed to balance traffic on lines and to improve the availability/utilisation of the network, 

automated support for fault diagnosis and maintenance was provided and itemised call 

accounting wao; possible. SPC exchanges could routinely handle large networks of subscribers 

(5000-50,000 lines). thus providing many new facilities but with greatly enhanced economies of 

scale. 

The enormous possibilities opened up by the use of SPC techniques made it relatively ealiy to 

underestimate the difficulties that could be encountered. In his history of the telephone, Brooks t 

notes "Of all the new wonders of telephone technology - the one that gave Bell Labs the most 

trouble, and unexpectedly became the greatest development effort in Bell System's histo1y, was 

the perfection of an electronic switching system, or ESS. In the early 1950s. a Labs team began 

serious work on electronic switching. Kappel. in his first Annual Report as AT&T president, in 

the year 1956, wrote confidently. 'At Bell Labs, development of the new electronic switching 

system is going full speed ahead .... The first service trial will start in Morris, II. in 1959': ... 

Shortly thereafter. Kappel said that the cos: of the whole project would probably be $45 million 

IJ. Brook!i: 'Telephone. Thr Fir!il Hundred Years·. Harper. and Row. New York. London. 1975. pp. 27R-:!79. 
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... Kappel's tone on the subject in the ! 964 annual report was. for him. almost apologetic ... 

Another year and millions of dollars later. on May. 30. 1965. the first commercial central office 

was put into service ... After 1965. ESS was on its way ... But the development program. when 

the final figures were added up. was found to have required a staggering four thousand man

years of work at Bell Labs and to h~ve cost not $45 million but $500 million." In retrospect. this 

was perhaps not surprising given that this was the first such system and that it had 1.1 M line:; 

of code. 

But ten years later. the complexities of software development for SPC exchanges were still 

being underestimated. In 1978. a press report2 announced: 'Software is ai the heart o, the 

System X development. It will account for between 30 and 40% of the entire cost of an (System 

X) exchange'. But by 1985, when System X exchanges were entering the UK national switching 

network. many manufacturers estimated that software accounted for 75% of the cost of 

developing a systtm 

The adaptation of a switching system to enable it to provide all the facilities and features 

required in the telephone service of a country is also a costly process. In the case of ITT's 

System 12 adaptation to the North-American market made it necessary to incorporate more than 

one thousand specific telephone features and service requirements. In early 1986, after spending 

about S200 million. a decision was made to cease further development of System 12 for the US 

market. System 12 is considered to have been one of the most expensive switching system 

developments ever undertaken. According to press reports3 • by March 1985 over $1. l. billion 

had been spent on the development of System 12. 

Since that time. new SPC systems have been designed and put in service in several countries and 

in the US AT&T has advanced from ESSI to ESS5. In the UK. GEC Plessey Telecom's 

System X exchanges have replaced most of the earlier generation exchanges in the country and a 

similar situation holds in Sweden with Ericsson systems. The French telecommunications 

systems have a slightly different orientation and are still dominated by systems supplied by CIT 

Alcatel. Each development has required ma~sive investment, often with direct or indirect 

government support, and telecommunications system manufacturers have been actively seeking 

overseas markets in order to recoup their investments. 

:? Financial Time~ IJ. Poole). 7 May 197R 

3 Wall Street Journal. December 19, 1985. p. I 
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A number of developing countries have embarked on SPC system development either on their 

own or in collaboration with foreign partners: examples are Brazil and India. The Indian case is 

particularly interesting as the country took a three-pronged approach to introducing digital 

switching technology. First. a number of systems were imported and installed in major cities as 

local and trunk exchanges for telephone and telex switching. In parallel with this. a large 

fabrication facility was set up to manufacture exchanges based on foreign design. And finally. a 

well-endowed development programme was established to design large exchanges for future 

use. All three parts '1f this strategy have contributed to the vast improvement of the 

telecommunications infrastructure of the country and are now competing for future markets in 

India. 

It is difficult to overestimate the importance of software in telecommunication systems. In some 

ways. a modem telephone exchange consists mainly a computer of modest size and a 

considerable amount of software and it directly alters very linle of the rest of the 

telecommunication hardware (e.g. subscriber lines and line termination units. trunk lines etc.) to 

which it is connected. However. this is a very limited view as it is the software that provides the 

functionality to transform the whole network into a modem telecommunication system. 

A rough measure of the importance of th~ software can be had from the following figures: the 

cost of developing I M lines of code. with a productivity of 3 lines/day/person is 300 000 man

days, or 1500 man-years. But many large modem exchanges have upto 5 M lines of code. 

representing on these terms around 7500 man-years of effort. Of course, not all of that code is 

new for each system and with the availability of development know-how it is possible for the 

code for a new system to make use of code developed for earlier systems; but the initial 

investment remains high and a relatively large on-going effort is required to keep together 

software technologists and design teams. 
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2. What is telecommunication? 

As a concept. telecommunication is deceptively simple: it is primarily a process that permits 

the transmission of infonnation from a sender to one or more receivers in any usable form. such 

as visible or audible signals. by means of any electromagnetic system. 

To provide a reliable. economical and practical telecommunication service the telecommunication 

system must take account of the special requirements of different modes of communication 

(such as speech. video or data communication). the typical distance between the sender and 

receiver and specific properties of the part of electromagnetic spectrum being employed. As a 

result. different telecommunication systems exist. each optimised to a particular kind of 

communication mode. distance and signal carrier. 

In this report we concentrate on conventional public telephony systems, i.e. communication 

systems. that carry speech signals via (mainly) cables over wide area distances. At the level of 

abstraction at which the communication software will be discussed, the differences between 

private and public telephone exchanges are not so significant but. for example. the specific 

features of ISON-exchanges (such as packet switched data communication) and mobile 

communication systems will not be discussed. 

This definition of telecommunication covers only the primary activity. the actual process of 

communicating. However, to provide telecommunication services to a large number of users in 

an economical way, the related and supporting activities, such as maintenance, administration of 

the use of the system (billing and accounting) and planning of the facilities are usually also 

supported by computer-based systems. Software for these systems - network management 

systems - is becoming increasingly important and will be :iiscussed in this report. 

2.1. The primary telecommunication functions 

Information for telecommunication must be (I) transformed into an electrical signal 

(conversion), (2) accompanied by an identification of the destination (signalling). (3) provided 

with a communication path from sender to receiver (switching), (4) delivered to the receiver 

(transmission) and. finally. (5) transfom1ed by the receiver into audible or visible information 

(conversion). Specifically. 
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• signal com·ersion: includes all the functions necessary to conven audible speech 

(telephony) or images (facsimile) into an analogue or digital (ekctrical) signal. and the 

receiving signal back into audible speech or an image. This conversion must be perf onned 

in such a way that (I ) as little as possible of the essential infonnation is lost. and ( 2) the 

cost is affordable to a very large number of users. These two opposing constraints are 

resolved by making a compromise on the portion of the bandwidth of the audible signal. 

or sp.nial resolution (in the case of facsimile). that is actually subject to conversion. 

• user interface: enables the user to interact with ihe communication system to request 

services and to get information about the :>Utcome of a request. 

• signalling: translates user service requests into electronic messages that are forwarded to 

the rest of the system for processing. The complexity of the signalling function is related 

to the number of services available to the user. In conventional telephony. signalling 

between a user and the exchange is quite simple. but in digital telephony. which offers 

more services. the signalling function can be quite complex. 

• swirchinK: the function that allows a temporary connection to be made between two (or 

more) telephone sets. This function can be considered to be the telephony function. It 

provides an economical way to deliver telephony services by sharing conversion and 

transmission resources among users. 

• transmi.uion: provides the transport to the end-user and signalling information from one 

location to another. During the transport. adverse conditions in the environment can cause 

damage or loss of information: these effects can be reduced by employing redundancy in 

information transmission. 

These functional areas are related and influence each other: 

end-user 
speech. informalion 

..----i_ma_g_e...;.,/i conversion ~~---~ 
ES>-iuser interface! . . I transmission~ switching 

service I signalling Vsignalling 
requcsls dala 

Figure I: The primary telecommunication functions 
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2.2. Management functions 

Management of communication networks involves deploying resources and co-ordinating their 

use in order to plan. design. install. operate. expand. analyse and administer communication 

networks. mak.i;:ig it possible to provide the primary telccommur.ication services to the use~

Thc follo~i.ng management functiooal an:as can be defined: 

• Accounting Man'l.gonmr enables the system administrator to detennine the usage of the 

system and record the associated costs. Accounting data is collected in the system in 

several layers and is processed so that. in combination with charging data (time zones. 

units of charge. etc.). it will result in a cost repon. 

• Fault Managonmt is the set of facilities needed to detect and identify faults. to exercise 

diagnostic tests in order to obtain a better understanding of the nature of the error and to 

take correuive action where possible. These activities ensure high availability of the 

communication system by quickly recognising problems and performance degradation. 

and by initiating controlling functions when necessary. including diagnosis. repair. test. 

recovery. work around and bad .. 'llp. 

• Performance Management encompasses all the functions required to evaluate the 

behaviour of the system and its effectiveness. Statistical data are gathered in order to 

present the system manager with the relevant information~- These data can he 

accumulated to give reports on a daily. weekly or yearly basis. 

• Configuration Management facilities enable the network operating staff to read and 

modify the configuration data of a system such as addresses. routing information. the 

relation between hardware components. etc. Configuration management is considered the 

central process of network management. All the ether activities. such a~ fault. performance. 

security and accounting management are supponed by configuration details from 

configuration management. For each of the objects managed. the attributes. existence. 

state and relationship data an: administered. 

• Security Management provides an organisation's security administrator with the facilities 

to ensure that communication in the network is in conformance with the security policy. It 

is a set of functions to analyse and minimise risks. implement a security plan and monitor 

the success of the strategy. Special functions include surveillance of security indicators. 

partitioning. pa.,sword administration and warning or alarm messages on violations. 

• Network design and capacity planning is the process of optimizing the use of the network. 

based on data for network performance. traffic flow. resource utilisation. networking 

requirements. technological trade·offs. and estimated gro\\1h of present and future usage. 
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lbe functional areas are related and exchange informati'ln. lbey also exchange information 

with the network ele .• ients that are being managed (such as private telephone exchanges. 

telephone exchanges. etc.) and the network managers (network controllers. administrators and 

planners). 

f . Network elementS I · 

' ! 

Ncrv•od Dcs1rn 
and Plannin~ 

i 

Network managers 

Accoun11n~ 

~~ 

Figure 2: Network management functions 

2.3. Implementation of the telecommunication functions 

The primary telecommunication functiL.1s are performed by a network of telephone exchanges 

interconnected by trunks. and the user equipment (e.g. telephones) connected to an exchange by 

a so-called local loop. 

Conversion 
In a conventional analogue telephony, speech is convened (corversion function) in the telephone 

into a continuously varying signal that is maintained in that fonn until it reaches the telephone at 
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the destination. In modem digital telephony. the analogue signal is translated into a digital 

signal. The analogue to digital conversion process usually takes place in the telephone set or at 

the periphery of lhe exchange. in the subscriber interface. 

The two common methods of analogue to digital conversion are known as pulse code 

modulation (PCM) and delta modulation. In PCM • the electrical speech signal is sampled 8000 

times a second and the magnitude of the sample is assessed on a scale of -127 to + 127. This 

magnitude is then coded as a series of 8 bits. called octets. Thus each analogue speech signal 

gives rise to a digital signal of 8*8000 = 64.000 bits per second. Delta modulation also involves 

sampling the analogue speech signal. but at a very fast rate of 50.000 samples per second or 

more. In this case. the difference between one sample and t.'le previous one is coded as either 0 

or I depending on whether the sampled signal has decreased or increased in magnitude. 

The conversion of speech to an electrical signal in the microphone is by its nature implemented 

completely by hardware. The analogue to digital conversion. and vice versa. is a highly repetitive 

and time-response-sensitive action. It is thus implemented in hardware by dedicated VLSI 

circuits. 

User Interface 

In the conventional telephony. the user interface is very simple (rotary dial or push buttons for 

input and dial-tones or bell for output). Rotary dials were introduced in 1886 at one of the first 

Strowger exchanges. They are still used on a majority of the installed telephone sets. However 

the push button key set is progressively replacing the rotary dial and is becoming the de-factn 

standard for user interfaces. The configuration of this user interface (arrangements of buttons. 

their names, order of digits - 0 before I or after 9. etc.) are standardise in CCITT Rec. 

Q.23/E.161. 

In modem (digital) telephony. the user interface may additionally include (a small) LCD 

display. an extended keyboard and a number of LEDs. The digital telephone interface can have 

many variations and is user dependent and programmable. It is therefore im!'lemented by 

software (with at most a few kilobytes of code) that executes on small microprocessor!<: located 

in the telephone exchange. This software can be stored in (E)EPROMs or RAMs and 

downloaded from the exchange. A more recent trend is to use software. running on a personal 

computer (PC) with a user-friendly interface. to control a telephone set. Such PC software can 

be quite complex and large. 
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Signalling 
Signalling involves passing control infonnation between different parts of the network. such as 

the exchange and the telephone set. or between exchanges. The passage of control information is 

governed by communication protocols which are executed by both communicating partners. 

Signalling is the basic function upon which al' :elephone operations are dependent. There is a 

large number of signalling protocols. There are national and international versions and flavours 

of signalling protocols. and there are signallulg protocols for the exchange of infonnation 

between he subscriber and an excilang~. and among exchanges. Most signalling promcols are 

quite esoteric and there are very few experts that know and understand more than a few of these 

protocols. Unfonunately. an exchange that has to function in different countries must be 

equipped with a large number of signalling protocols even if in any aciUal system only a few of 

these will be used. The difterences in signalling protocols and the need to implement a large 

number of protocols contribute significantly to the large cost of developing telephone 

exchanges. 

In conventional telephony. the signalling between subscriber equipment and the exchange is 

basically quite simple but describing it briefly is no simple exercise. It involves the exchange of 

electrical signals between a calling station (subscriber handset) and the exchange to repon 

'Seizure' (handset "off-hook"), 'Clear Forward' and 'Address (or numerical) information·. 

electrical signals from the exchange to the called station for 'Ringing current'. electrical signals 

from the called station to the exchange for 'Answer' and 'Clear back'. and audible tones from the 

exchange to a station for 'Dial tone', 'Ringing tone' 'Busy tone' and· Special information'. The 

proper duration of the electrical signals. their electrical value and proper sequence. in other 

words the communication protocol. are described in CCITT Rec. Q.23 This protocol is quite 

simple and in traditional telephony is usually implemented by electromechanical devices. In 

modem handsets it is sometimes implemented by software running on small ( 4 bit) 

microprocessors. 

Push-button telephone sets (usually) use a different signalling that employs Dual Tone Mulri

Frequency (DTMF) coding. In a DTMF code, a digital signal is composed of two frequencies 

emitted simultaneously when a button is pressed. This coding is the ba~is of DTMF signalling 

defined in [ CCITT Rec. Q.23, Voiume VI-I). 

In digital telephony. in panicular for ISDN. the signalling (DiKital SubJcriber SiRnallinl! -

DSS) is more complex and its implementation involves a number of layered protocols. DSS is 
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a sophisticated system intended for application to e'rery telecommunic-.uion service. whether for 

lranSIT.itting voice. dala or images. In addition to controlling communication of different types of 

services. DSS has to control two concurrently operating communication channels (B-channels) 

over one pair of wires. DSS controls access to an exchange by passing messages to it over a 

so-called D-channel (a channel is a 'portion of the information canying capacity of an ISD!'i

interface'). Subscriber signalling is thus also called D-channel signalling. 

The D-channel prococols are partitioned according to the Open Systems Interconnection (OSil 

model. Only the three lower layers in the OSI model are considered for the basic definition of 

the digital subscriber signalling: 

• layer I (the physical layer. CCITf Rec. 1.430. Volume Ill-8) 

• layer 2 (the data link layer. CCITT Rec. Q.920-921. Volume Vl-10) 

• layer 3 (the network layer. CCTIT Rec. Q.930-940. Volume VI-11) 

The dialogue between user equipment and the network is carried by messages of variable length. 

For circuit-switched calls, 23 message types have been defined and the description of the 

protocols is very extensive (435 pages of Volume VI-8 of the CCITT Blue Book). 

The functionality of layers I and 2 is oriented towards controlling physical circuits. error 

detection and correction etc. It is thus quite repetitive and time constrained and is mostly 

implemented in dedicated VLSI ci1~uits. The network layer is generally implemented a'> 

software executed on a processor in the telephone set or the subscriber equipment. As for any 

communication protocol implementation. this software must execute under real-time constraints. 

The signal from the subscriber to the exchange provides information about the desired 

telecommunication service. such as the address of the called station. The exchange ha" to 

process this signal and this means that it has to switch the call to an outgoing line of the 

exchange. In case the called party is connected to a different exchange from the caller, a path 

through the exchanges must be established; signalling between exchanges is thus necessary. 

As in the case of subscriber signalling. there is a large number of inter-exchange signalling 

protocols (DDI. E&M. CEPT-Ll. Cailho. Cl I, C2 etc. CCITT R5 and national variations. 

ccm 5. 6, 7 etc.) and they differ greatly in complexity. The simplest protocols date from the 

time when the telephone networks were designed only for the transmission and switching of 

analogue data. The most extensive and complex signalling systems are so-called common 

channel signalling systems. These are protocols employed over trunks dedicated to signalling. 

(common channel signalling trunks). 
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The CCITT Signalling System Number ?system can be seen a-. the cu!mination of various inter

exchange signalling developments. Signalling System No. 7 is a layered protocol that permits 

the application processes m a telephone exchange to communicate directly with their 

<'OUnterparts (e.g. applications in anodter exchange. or a database). The protocol is intended to 

suppon a wide range of digital~y based services. and is optimised for data link." operating over 

64Kbps digital channels. It is also suitable for both national and international operation. 

Signalling System No. 7 is described by a number of functional pans. By putting these 

together. it is pcssible to create a specific system according to panicular needs ([CCITT Rec. 

Blue Book. Vol. VI. Fascicle Vl.71819)). 

It has two functional part-": a common message transfer panMTP. and separate user pans 

(UP). The MTP serves 3-" a transpon system providing for reliable transfer of signalling 

messages between the locations of communicating entities. The UPs (such a" telephone. data 

and ISON. etc. parts) can be defined for specific private networks or for the transfer of 

information for management or maintenance purposes. 

The MTP is defined in three layers: 

• level I: the signalling data link. (Rec. Q.702) defines a 'bi-directional transmission path. 

comprising two data channels operating together in opposite direction at the same data 

rate'. It relates to the physical medium (digital or analogue) which pem1its the full duplex 

transmission of information. 

• Level 2 corresponds to the :rignalling link functio11 and determines procedures for 

ensuring their reliability (REC. Q.703) 

• Level 3 corresponds to signalling network management functions such ac; determining 

whether the exchange is the end-point for a message. routing of messages. and tnffic 

management. 

UP's are defined a" level 4 activities of the System No.7 protocol stack. Every UP defines its 

level 4 functions. e.g. the messages (or signal units - SUs) and protocol for exchanging 

messages are defined for specific private networks or the transfer of information for 

management or maintenance tac;ks. The .telephone UP (TUP) is intended to serve the most 

imponant users of System No.7. It enables all types of telephone circuits to be served. whether 

they be analogue or digital. terrestrial or satellite etc. The coding of SUs is defined in Rec. 

Q.723. 
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System No. 7 is implemented in a large numbt-- of dedicated IC (physical and link layers of 

MTP) but IllOSl of the functionality. in panicular the UP's. are implemented ir. software that is 

executed on a number of processors. 

Transmission 

Transmission of the signal bef\\·ecn subscriber equipment and the exchange takes place in a so 

called local loop • and in trunks between exchanges. 

The subscriber loop carries both the end-user signal (such as digitised speech) to be switched 

and the neces~-ny signalling information between the exchange and subscriber set There is a 

\'ariety of subscriber lines (loops). The most imponant are analogue subscriber loops used to 

connect to exchange telephone sets. facsimile machines etc. The digital subscriber lines. in 

panicular ISON subscriber linescany information about the end-user and signalling 

ir.formation in digital (PCM) fonn. 

The trunk line carries the end-user signals. and in the case of associated signalli11g trunks. also 

the signalling data. Howe\'er. common channel signalling trunks do not carry any signalling 

because this is sent by means of data message'i O\'er a commo11 channel signalling chamiel. 

which is another kind of line in an exchange. In order to maintain and operate an exchange. it is 

connected by lines different from those for common channel signalling to either data terminals 

or remote computers. 

Switchin~ 

Switching is implemented in the telephone exchange. in particular in a part (or parts) of 

exchange called the switchingmatrix. However to perform the switching. additional functions 

need to be performed. e.g. the signalling information from the subscriber must be obtained and 

translated into commands to the switch. and if necessary passed on to a connected exchange. An 

exchange is a concentration point of telecommunication activities and thus the natural point for 

gathering information about the use of tele :ommunication services. As we will see. a large 

number of maintenance functions are implemenied in the telephone exchange. 

>From the viewpoint of the functions that an telephone exchange performs. we can conveniently 

think about an exchange as consisting of a switc/1ing matrix and common control surrounded 

with a multiplicity of (subscriber) interfaces: 
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Figure 3: Telephone exchange functions 

lbc subscriber interface is an access point for a line (whether analogue or digital) to the 

exchange. It interfaces the conunon modules of an exchange - the switching matrix and common 

control - with various types of analogue and digital user equipment. It translates a wide variety 

of user signalling systems into the functional signalling required for the call control function 

(and this is perfonned by common cor.trol) and handles time control tasks associated with line 

signalling, thus allowing the common control to concentrate on functional call control tasks. In 

structure, it consists of two parts: peripheral circuits (line circuits, trunk circuits, tone receivers. 

tone generators etc.) and peripheral comm/ units for carrying out the lower-level control 

functions of the system, i.e. those related to the peripheral circuits. 

At an abstract level, the first function of the subscriber interface is to separate the two 

components of the information stream flowing into the exchange over the line from the 

subscriber, namely the subscriber (information) signal - the end-user signal- and the signalling 

(and packet-switched data in ISDN exchanges). The end-user signal is transmitted through the 

switching matrix. The signalling and packet-switched data are processed by the common 

control. Signalling messages from the subscriber are translated into messages to the common 

control that executes the call processing functions. Packet-switched data is passed on to a 

packet-switch that takes care of further processing. 

The subscriber interface functions may include different levels of processing capabilities, which 

make them appear as more or less intelligent peripherals of the common control. The peripheral 

control units can be seen as (peripheral) parts of the common control. Levels of processing. 

most of it software implemented. vary for each type of interface unit according to the functional 

architecture, and differ from exchange to exchange. The functional units thal perform the 



-------------------------------------------

- 15 -

subscriber interface functions usual!y ~ontain a real-time operating system. software to handle a 

specific type of signalling and to deal with the interface to common control. 

The switching matrix performs the circuit-switching activities to carry out the physical. bi

directional and uninterrupted uanspon of the signal between the lines involved in a call. The 

switching matrix is usually a subsystem specifically designed and optimised to perform the 

circuit-switching function. In modem exchanges. the switching matrix is digital. It can be 

considered a black box that interfaces to the external environment by (internal) PCM lines. 

Analogue lines. for both subscribers and trunks. are first digitised and when necessary 

concentrated or multiplexed on PCM lines. The switching itself is usually carried out by 

specific hardware architecture. The switching matrix includes substantial internal processing 

capabilities which are often implemented as finnware functions. Typically. the witching matrix 

interfaces to common control through intelligent interface units implemented by 

microprocessors. 

The common control receives. processes and forwards the signalling. It gives commands to the 

switching matrix about which lines should be interconnected \switched). when to start and when 

to terminate a connect~on. In some exchanges that handle ISON traffic. the common control 

carries out also the packet-switching function. 

The set of the activities carried out by the common control may be divided into two major 

groups: switching acrfrities and operation and maimenance actfrities 

The switching activities include ever}1hing related to the implementation of call processing: the 

operation and maintenance refer to the management of the exch:mge. In a comprehensive 

switching system. the activities are implemented ali a library of application programs provided 

with releva111 data structures and supponed by an operating system. For each type of exchange. a 

suitable generic packageis produced from the library by integrating the desired functions 

(lib;·ary packages). 

Each generic has a typical size ranging from several hundred thousand to ovec 1-2 million lines 

of code. In terms of code size. the switching activities cover less than 25t"C of th" size of a 

generic. the operation and maintenance account for over 55% and thl• remaining 20'if is taken up 

by the operating system. However in terms of CPU time. the switching activities consume the 

larger share. especially during peak traffic conditions. The operation and maintenance activities 

usually place at off-hours. They are operated at lower priorities than switching functions and 
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may be delayed if necessary. For very large exchanges. the processing load can approach peaks 

of I. 000. 000 call attempts per hour. with peak values of about 30. 000 calls in progress at the 

same time. Such processing capabilities are delivered by highly distributed and parallel 

systems. Thus we may think of the conunon control as a network of processors that share the 

functions to be executed or the devices to be controlled (in particular when peripheral control 

units are considered a part of common control), 

The operation functions cover a broad class of features. such as configuratio11 and 

reconfiguration of the parameters used in the exchange. as well as the organisation and 

characteristics of every logical and physical resource in the exchange. Also, the gathering of the 

charging data. traffic data and statistics related to the traffic flowing through the exchange 

comes under the operational activities. 

The maintenance activities are concerned with detecting faulty situations (such a~ line failure). 

locating and isolating the consequences of a failure and providing tools to facilitate the remoml 

and replacement of faulty elements. All this must be performed without interruption or 

substantial degradation of the functionality of the exchange. In order to permit high global 

availabi;ity of the exchange functions, the functionally important parts of the exchange are 

replicated so that when a fault occurs the faulty unit is disconnected and a replicated, redundant 

unit is put into service. 

In contrast to the switching activities. the operation and maintenance activities are very similar to 

conventional real-timemultiprogramming applications in business and administrative 

informatics. Io this segment of the market, the high competitive pressures result in the 

availability of systems with very attractive price/performance ratios. For this reason, the trend is 

to move the operation and maintenance activities away from the central control of the exchange 

into service computers that are ba~d on widely available, standard hardware and software. The 

service computer may be located at the same place as the exchange or at a remote site with a 

connection to the exchange via a conventional data communication link. The service computer 

may be also connected to more than one exchange, thus enabling cost sharing and integration of 

the operation and maintenance procedures over a number of exchanges. 
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Figure 4: Commur;cation functions 

Management functions 

l 

A modem telecommunication network consisis of a large number of heterogeneous network 

elementsuch as telephone exchanges, transmission systems, radio-based systems, computers etc. 

Network elements are usually manufactured by different companies and can differ in their 

functionality, year of deployment and sophistication. However, all these elements must be 

managed in a consistent way so that no resources are wasted and the services are provided to the 

users at the agreed level. 

The central core of a management systemis a database which contains infol'JT1ation on all the 

managed network elements. It provides a model of what is happening in the network. The 

model is continuously updated, gathering information from the network elements themselves, 

and implementing commands from the operators. The management system acts as an 'enabling 

layer' sitting between network elements, and network operation and maintenance personnel. 

The network management functions are implemented in three activities that are continuously 

and concurrently executed: 

• gathering information concerning the use of telecommunication services and the 

performance of the network elements, 
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• storage, processing and display of information to network managers. and 

• executing the control commands of network managers by manipulating the elements of the 

network. 

>From the point of functionality, the network management system can be structured in 3 

functional units: network elementelement managemen: and network management From the 

organisational point of view, the management activities are divided over a number of Operation 

and Maintenance Centres (OMC) and a Network Management Centre (NMC). An OMC 

handles management of one or more network elements. It typically comprises all or some of the 

following applications: 

• fault management, including alarm handling and graphical presentation of component 

status, routing of alarm messages. command log etc., 

• command and file handling. including time handling and command logging. 

• collection of charging and/or performance data, 

• functions to facilitate the handling and administration of network elements, and 

• supporting applications such as authority management and network model handling. 

The Network Management Centre handles the co-ordination of a number of OMCs. The 

following applications are some examples of NMC functions: 

• network surveillance, 

• management of System No. 7 signalling network, and 

• network traffic management. 

The OMC and NMC applications may be located in one integrated system covering the whole 

network or a specific part of the network. 

network management NMC 

element management 

Network Management 
Centre 

Operation and Maintenance 
Centre 

Network 

Figure 5: Network and element management 
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The systems to support network management are often developed by manufacturers of 

telephone exchanges. In the past. proprietary hardware and software were used but nowadays 

standards are the keyword. The operating system is often UNIX. the programming language C. 

communication between elements and centres is based on industry standards such as X.25 and 

SQL-compatible relational database management systems are mostly used. The hardware 

platform is often an industry-standard workstation or minicomputer. 

2.4. Overview 

function software size comolexitv i tvoe ! 

conversion n.a n.a I 
user interface verv small low ! 

I 
I 

user si2nallinl! small low ... medium sn i 

inter-exch. sil!n. medium low ... hi2h hn I 

I hn 
' 

transmission small low ! 

' subscriber interface small low i hn ; 

switchin2 matrix . n.a in.a n.a ! 

common control verv lar2e verv hi2h hn. sn. hatch ... ! 
I i 

element manal!. lar2e I medium I sn. hatch I 
I I sn. hatch 

I 

network manal!. larl!C I medium i 

In this tabk, the following abbreviations are used: 

hrt ... 

srt ... 

batch ... 

n.a .... 

hard real-time system, i.e. a system in which some activities must be performed 

within a defined window of time without fail (the so-called hard real-time 

requirement) 

soft real-time system, i.e. a system with no hard real-time requirements. and with 

some activities that must usually be performed within a defined window of time 

a batch system. i.e. a system with no a soft- or hard real-time requirements 

not applicable 
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3. Main types of telecommunications software 

In the previous chapter we have discussed the functionalities necessary to provide 

telecommunication services and the role of software in providing these functionalities. The main 

conclusion was that software is being used in most of the telecommunication subsystems: 

however the most important of these is the software in telephone exchanges. and the 

maintenance software. 

In this chapter we discuss in more detail the properties of telecommunication software. 

Unfortunately. in the field of telecommunication there is no standard and universally agreed

upon terminology for software concepts and tenns. Therefore we shall first define the main 

software tenllS used in this report and relate them briefly to equivalent tenllS also used in the 

telecommunication industry. 

In the remainder of this chapter, we describe the telecommunication software of a ge11eric 

exchange. without referring to any specific system. However to make the description more 

realistic, we will sometimes relate our description to software of specific exchanges. 

3.1. Often used software-related terms 

Layers, layered structure 

In order to master the complexity of any large scale software package, the software is usually 

structured into (horizontal) This means that the total software is divided into hierarchically 

related sets of units of execution. These units of executions are sometimes called asks. 

processes, finite state machines etc. The tenninology used by different manufacturers differs 

and we will use the term 'process. Processes that are higher in the hierarchy may use the 

services provided by the processes lower in the hierarchy. 

Interface of a layer 

The services of a layer can be obtained by sending a message requesting execution of a 

particular service, by calling a proce<lure implementing a service, or by manipulating a shared 

variable common to both layers. The interaction mechanism (message passing, procedure call, 

etc.) taken together with the interaction means (a particular message. a particular procedure call, 

etc.) is called the layer interface. 
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~ 

A process is a unit of computation executing on a processing unit. During its execution. the 

process may be in one of a (possibly infinite) number of states. Processes communicate with 

each other by sending and receiving messages. A messageis dynamic entity: it can be creared. 

destroyed. moved from one processor to another. etc. 

Program 

A process executes a program .. A program is a unit of compilation. i.e. it is a static entity. A 

program is written by a programmer and is compiled into executable code. A pool of worker 

processes may be created from a program allowing a particular application to allocate its worker 

processes to specific tasks. 

Programs can also be grouped into packages. i.e. seB of functionally coherent programs that 

perform a function that is well-recognisable (and meaningful) with respect to a particular 

application. For example. a 'Signalling System No.7 package' can implement the functionality of 

the Signalling System No. 7. A package can be described in general tenns without dealing with 

complex and tedious details. 

The terms 'process'. 'program' and 'message' arc used here as generic terms. In different 

exchanges. depending e.g. on the programming language u~d or other considerations. different 

terms can be used. For example, when the programming language CHILL is used. the unit of 

execution is a CHILL-process. Other terms used are 'task', 'application activity' etc. 

In telecommunication. the units of execution are often.finite state machines (FSMs) which are 

processes that may be in only a finite number of states. Telephony tasks are carried out by a 

host of FSMs. each of which is in one of a finite set of states at every instanr of time. The FSMs 

communicate by exchanging messages. Each FSM is allowed to receive a cenain (finite) set of 

input messages and generate a cenain set of output messages. That is. upon receipt of a 

message. an FSM investigates the states it is supposed to act on. Messages not allowed in any 

state are discarded. If a valid message has been received then the FSM changes to a (new) 

prescribed state. and if so defined. outputs a message. 

The messages arc sometimes called 'signals' or 'solicitations'. Communication by means of 

'shared variables' or 'procedure calls' is also frequently used. 
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Proces.9ng unit 
A processing unit consists of a processor (sometimes called a CPU), memory. and optionally 

l/O or communication devices. A processing unit is a mechanism to suppon the execution of 

processes. 

Module 
A module is a hardware or software component that is discrete and identifiable. A module can be 

considered as an abstract entity. a black box'. It is designed to perform a function or a ~up of 

functions. independently of its actual construction. A module is essentially defined by its 

interfaces - hardware and software - with the other modules. and not by its internal organisation. 



- 23 -

3.2. Operation software 

The operation software. i.e. the programs located in the exchange. comprise of two layers: the 

application layer and the operating system layer. Application programs control the operation of 

the exchange. The operating system provides administrative support for the application 

processes. 

The application layer and the operating system layer can be further divided into more layers. In 

most telephone exchanges. the operating system consists of at least two layers: a 'kernel' layer 

and an 'additional sen•ices layer. 1be application layer is often structured in more than two 

layers. Very often a layer on top of the operating system abstracts the specific (and often widely 

different) characteristics of telephony hardware into a less divergent functionality. We call this 

the telephonic suppon layer. On top of this layer. the typical telephony functions such a-; call 

processing are added. to form a telephony application service. 

For example in ITT 1240. the application layer is divided into a 'telephonic suppon 'layer. a 'call 

handling and maintenance' layer and an 'administration' layer . The operating system comprises 

of an 'operating system nucleus' layer and an additional 'services' layer (such ali time. 

input/output. recovery. and network services). The operating system comprises of a nucleus 

and a number of services. 

The application layer can also be described as a set of packages. The size of application 

packages used in telecommunication lie in the region of several tens of thousands of lines. We 

will divide the telephony application processes into call processing. and operation and 

maintenance applications. 
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The fundamental task of the operating system is to allocate the system resources. such as 

processors. memory. 110 facilities etc. to the various activities that have to be performed. In 

telephony. this allocation is complicated by the fact that some of the activities ( I ) have to run 

concurrently, (2) are time-critical and (3) have to be performed in spite of possible hardware of 

software failures (i.e. be fault-tolerant). 

There may be hundreds of processing units in a telephone exchange, each executing a process. 

In addition, on each processing unit. a number of processes may be active, i.e. be in different 

stages of execution. Each of these processes needs from time to time to get access to the 

processor and perform some of its assigned activities. An operating system must co-ordinate all 

the activities on each processing unit and on all the processing units taken together. 

The term time-critical means that an activity must be performed within a prescribed time 

(deadline) or not at all. The count-down usually starts at the moment of request for such an 

activity and missing a deadline is considered a serious system error. 

The need to provide a fault-tolerant execution environment for the application activities means 

that redundant resources must be available and the operating system must manage the 

replacement of failed resources. 
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In addition to the complications described above. the hardware and software resources of a 

system can be very extensive. For example. in a medium-size exchange. there are several 

hundred microprocessors thal perf onn tasks ranging from DTMFservice reception to the 

running of operational and maintenance software. 

A real-time. fault-tolerant operating system must support the following activities: 

• process management(loading. creating. staning. tenninating and destroying of processes). 

• schedulingof processes (co-ordinating the assignment of processes to a processor so that 

all activities. and in panicular all time-critical activities. are performed on time). 

• interrupt handling (handling of hardware created signals). 

• memory management (a;signment of static and dynamic memory for process activities). 

• UO device management (handling of communication with peripheral devices. such as 

display units. magnetic tape and disk units. communication network units etc). 

• inter-process communication (by means of messages. semaphores. critical regions etc.). 

• file management(handling of mass-memory). 

• time services (providing accurate time and calendar functions). and 

• system integrityrecovery services. 

These services may be delivered by one monolithic software package or. as is present day 

practice. in two layers with a kernel or nucleus of the operating system in which only a 

minimum off acilities is provided, and to which at the next level additional features can be added 

(where and when needed) by the application programmer writing in a high level programming 

language. 

In practice this means that (I) each processor contains a local operating system i.e. the kernel 

and additional services that are required by the processes running on the processor and UO 

devices connected to the processor. and (2) some processors also contain services necessary to 

co-ordinate all local activities - global operating system services. The local operating system is 

sometimes called a module manager and the global operClting system a system manager. 
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Figure 7: Operating system 

The additional services can be provided by means of kernel processes. These processes differ 

from application processes in the sense that they enjoy privileges not available to 'normal' 

application processes (e.g. to execute at higher priority, be guaranteed memory space. etc.). 

In the following sections we will describe the typical services provided by the different pans of 

the operating system. By means of examples, we will show possible services provided by the 

system. In different exchanges. the terminology used may differ both in semantics and syntax. 

The primitives we define are in some sense typical but certainly not the only possible ones. 

3.2, I. I. Qperatin~ system kernel. 

The operating system kernelprovides only the minimum functionality needed from the operating 

system. Usually, the kernel dynamically administers the data areas for the processes (assigns 

memory to processes, manages pools of buffers for communication). Another imponant 

function is the basic handling of internal exchange messages (management of queues by adding 

10 and removing messages from a queue) and the actual transmission of messages to another 

processing unit The kernel also provides facilities for the managemenl of overload conditions 

(e.g. deciding to drop a message when a me~$age queue exceeds a specified length. terminating 

a process if a cenain deadline has passed, etc.) and the basic scheduling suppon (usually pre-
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emptive. priority based and cyclic process schedulers are supponed) . Interrupt handling. basic 

1/0 management and management of local hardware timers are part of the kernel. 

An operating system kernel may be an industry standard kernel (such as Motorola RMS68K) 

or a kernel developed specifically for support of teleconununication processes (CHil..L

processec; or FSMs). 

3.2. 1.2. Additional services 

Process management 

Local process managementprovides services related to actual process activities on the 

processing unit. The following operating system services are usually provided: creatl·_process 

(process resources are allocated. the code of process is loaded. message queues are created, the 

process identification is set and made known. etc.). destroy_process (the process resources are 

freed), start_process (the process is made ready to run. i.e. scheduler is informed about ready

state of the process). and terminate_process (the process resources remain allocated e.g. for 

debugging purposes, but queued messages not received are deleted to recover memory space 

etc.). 

Global process management controls the initial start-up of the system and any subsequent 

reconfiguration that may be required. It maintains a database of the programs and their 

properties. It also maintains a database of processes created from these programs and their 

properties. i.e. the processing units where they are e1tecuting. their priority. messages they can 

receive and their actual state. It can thus support the relocation of processes and dynamically 

control overload conditions. 

Local process management and global process management co-operate in the scheduling of 

processes. Global process management allocates a processing unit for the execution of a 

process based on the current load of each processing unit and the availability of the resources 

required by the process. Local process management then actually performs the scheduling. 

Priority-based, round-robin and pre-emptive scheduling methods are usually employed. 

Time services 

Many processes require either periodic scheduling or time supervision. Both functions are 

provided by the time services which often include time-of-day and calendar functions. Local 

timing management meac;ures all relative time periods and maintains the local absolute time 

using the timer services of the kernel. Global timing management synchronises the local 
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absolute times (using a particular clock synchronisation algorithm). It also performs additional 

time adjustments. such as changes for summer and winter times. 

Input/output 

The UO systemsuppons access to computer peripherals. It performs file management and device 

handling for physical access to the mass memory devices as well as to the visual display units. 

Usually it hides the details of the UO interface behind a standard message-based interface. The 

UO system is typically implemented as part of the local and global operating system. The 

division of the activities is very implementation specific. 

Usually, logical and hierarchical file systems are implemented so that a process can access a file 

without needing to know the type of peripheral device on which the file resides. The UO system 

translates between the logical file and the physical file characteristics and the location of the 

device. For example. a billing process outputs charging information to a billing file: depending 

on the exchange configuration. the information may be directed to a remote billing centre via a 

data link. or to a magnetic tape unit attached to the exchange. 

The advant4!ges of this type of UO system are well known, e.g. from the industry-standard 

UNIX-oriented environment: it makes the software independent of particular peripheral 

hardware configurations. 

The UO system may also manage access to data files that are duplicated for security reasons. 

broadcast outputs to several devices (e.g. visual display and printer), and determine the fallback 

device in the event of a failure. Another major function of the UO system is the management of 

man/machine interfaces. 

System integrity control an.i recovery 

The coherence of hardware and software is controlled and co-ordinated by functions ( scftware 

and hardware) that are distributed through all the processing units. These functions must be 

able to ( l) supervise and detect failures, (2) locate the cause o any failure (fault). (3) isolate the 

fault and ( 4) derect and if possible repair the consequences of the failure. All this must be 

done without substantially degrading the functioning of the exchange. 

The supervision is done either continuously or intermittently (upon request, or at intervals). 

Continuous supervision is done mostly by hardware implemented functions. Any device that is 

crucial to the exchange operation is usually equipped with specific circuits that continuously 
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analyse the device's condition. An anomaly tin the behaviour is reponed to a reco\•ery process 

(which may be a local or a global kernel). Recovery processes may be a pan of global process 

management but often are implemented in a separate module. 

The recovery processes consist of hardware and software fault diagnosis kernel processes. They 

guard the condition of the entrusted hardware and software and repon occurrences t.~ faults and 

errors to global processes that log error repons. analyse the faults and errors and when 

neceMary reconfigure the hardware or make a process restan (corrective maintenance). Global 

recovery processes can also periodically stan audit processes that examine software and detect. 

locate and attempt to correct cenain classes of errors. An audit may also be requested by the 

exchange operator using the man/machine interface (e.g. for pre-emptive maintenance). 

Examples of error conditions are invalid. dropped or lost messages. prematurely terminated 

processes. inconsistent call processing conditions, etc. The log reports include as many error 

details as possible. This information is used off-line for debugging or tuning the system 

An imponant pan of the recovery procedures is to control the consistency of data (e.g. call 

related data. semi-permanent data such as subscriber equipment number, directory number. 

class of service; or data containing the description of the system configuration). Such data is 

interrelated but is often distributed over a number of processing modules. The update may be 

requested from a man-machine interface, or internally invoked due to changes in hardware or 

software status. and must be updated on different processing units. A mechanism to control the 

concmrent updating of database and perform databases recovery operations is thus required. 

The integrity of databases is guarded and provided by a combination of the following 

mechanisms: 

• validity checks: before a change is performed, checks of security clearance. the 

meaningfulness of the request , etc are performed. 

• roll-back mechanism: when data is changed, both the old and new values are stored in a 

secure file. Should a hardware failure occur during the update, the roll-back facility resets 

the data to its value at the stan of update. 

• roll-forward mechanism: periodically. a copy of the database is stored on a secure file to 

provide a historical record. If data is lost, the database is restored by upddtmg the most 

recent historical record. 
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Inter-process communication 

In a telephone exchange. and in particular in suppon of the call processing function. 

interprocess communication p!ays a very imponant role. A major pan of the activities of an 

exchange consists of receiving and sending intra-exchange messages and. consequently. a large 

fraction of the processing power must be reserved for interprocess communication. 

The resources required to receive and send messages and process their contents must be 

'balanced'. What exactly is considered a balanced situation depends on detailed architectural 

considerations. but as a general rule an implementation of interprocess communication is well

balanced if equal resources are used to process messages and to communicate messages. 

The operating system provides a number of interprocess communication services. Again. the 

type of messages. their semantics and their syntax may differ from exchange to exchange. In 

general the following services are provided: send_message. receive_message. 

recefrecase_message. Usually the send and receive messages are asynchronous, i.e. the 

sending process does not wait until the receiver is ready to receive the message. The duration 

of send_message is time-bounded and a-priori, statically known. receive_message waits until 

the (specified) message (;an be received, and receil!ecase_message waits until one of a set of 

possible specified messages has been received. 

Interprocess messages are transmitted as (variable or fixed length) packets. When a process 

intends 10 send a message. the kernel must make a contiguous memory area available to the 

sending process. For this purpose. the kernel manages pools of memory each of the size of the 

packets that will be transmitted. 

Depending on the implementation, there may be separate pools for kernel processes and 

application processes, short messages and long messages etc. The particular choice is strongly 

dependent on very specific design decisions and thus is different for each type of exchange. 

When the process obtains a memory area it fills it with the message. A messageusually contair.s 

a destination address which provides an unique identification of the receiver process. This 

address can be a logical name (a process id) or a physical port to which the message must be 

sent. The destination address is followed by a message hody and usually some control data 

(such as identification of the sort of message that is being sent, the length f the message and an 

error check code). 
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When a process sends a message the packet is usually placed by the kernelin a queue. 

Depending on the implementation. there may be a number of queues: e.g. separate queues for 

outgoing messages and incoming messages, kernel process 'llessages and application messages 

etc. The messages are then moved (or transmitted) by the kernel from tim'! to time. from one 

queue to another. If the receiver process is located on another subsystem. physical transmission 

of the packet is required; otherwise the packets are copied from one queue to another. or . ac; is 

mostly the case, pointers to the packets are copied. 

A process waiting for a message is notified by the kernel of its arrival (i.e. the process is 

scheduled for execution) and the contents of the message are then de-livered. 

As already stated. there may be many differences in the mechanisms provided for interprocess 

communication and in the semantics of the send and receive operations: these may be driven by 

the (often) strong preferences (and tastes) of the system implementors. 

3.2.2. Application software 

From the initial signal on the incoming line to the final release of both incoming and outgoing 

lines, each call is guided, controlled and administered by a complex set of interacting activitie~. 

Each of these activities is implemented by a number of processes that may run concurrently on 

different processors. 

The exact responsibilities of each software process, as well as number of processors used and 

the distribution of processes over processors. can vary widely. The simplest is to have no 

distribution at all: all software nms on one processor (and if the processor is duplicated it is for 

reasons of reliability, not to divide functional responsibilities). 

This centralised and monolithic architecture has some inherent advantages and disadvantage!'.. 

On the one hand it provides substantial flexibility and cost saving because the software. once 

developed and tested. can be replicated at practically no cost at "11. On the other hand. 

centralised control is quite inefficient in dealing with frequently occurring. time-critical 

peripheral events (e.g. line circuit control). This inefficiency may be partially reduced by 

employing hardware circuits (combinatorial or sequential) to deal with peripheral activities. 

However this strategy is successful only when one attempts to implement simple functions (like 

line signal processing on subscriber loops). Implementing the functions that arc necessary for 



- 32 -

complex exchange tennination and common channel signalling using only hardware circuitry is 

both difficult and uneconomical. 

Obviously the applicability of this kind of monolithic architecture is limited by the load the 

exchange has to handle. More precisely, it depends on the number of call attempts per unit of 

time with which the exchange must deal during peak hours, and. the processing load associated 

with operational and maintenance tasks. Consequently, centralised control, with non-intelligent 

peripheral controllers are economically interesting for small exchanges (less than 1000 lines) 

but for larger exchanges other approaches must be used. 

Basically what is necessary is to distribute (or off-load) some of the software activities to other 

processing units. One such an activity that can be off loaded is the handling of telephony 

devices, such as subscribers, trunk lines, auxiliary devices etc. The processes at the 'main 

processor' then see each line as transceiving complete telephone signals consisting of well 

defined messages instead of electrical or binary versions of signals on the line. For PCM lines 

the device handlers can implement insertion or extraction of the associated signalling. test 

routines etc. For Common Signalling Chanrels, processing at the physical and link layer level 

can be easily distributed. 

In addition to telephony devices, other parts of the hardware can be controlled by their own 

processing units. For example, the operation of the switching matrix can be controlled by a 

dedicated processing unit, creating a vinual matrix that performs connections and 

disconnections, diagnoses the proper behaviour of the matrix, etc. 

Other activities (e.g. those related to operation and maintenance) can also be assigned to their 

own processor. For example, the operator interface which has the tasks of (I ) analysing each 

person-machine interaction, including the identification of the action requested by the operator. 

(2) displaying informatior. in a user-friendly way and (3) receiving messages indicating 

anomalous behaviour and presenting them at the proper time in the best possible way. etc.. are 

all examples of functions that may be off-loaded to a separate processor(s). 

The advantage of having a single processor to execute all the software activities is that all the 

logical and physical resources are administered at one location. making it possible for the run

time system to dynamically optimise on the use of the resources of the exchange. The potential 

disadvantage is that the growth o the exchange in terms of the traffic. the number of exchange 

lines, the number of trunks and additional services to the subscriber. etc. must be 
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accommodated by the same single controller and the central processor must be capable of 

dealing with the maximum capacity expected to be necessary at any time for that location. Thus 

the central processor will for most of the time be over-dimensioned. leading to a higher-than

necessary hardware cost for the whole exchange. 

These considerations suggest that there are economic reasons for distributing control of the 

exchange's resources. However, there is an overhead associated with the communication and 

synchronisation associated with distribution, and this grows with the (physical) distance between 

the processors. For example, generally communication using shared variables by two processes 

running on the same processor has less overhead than communication by message passing 

between processes on different processors. Thus if the number of processing units (the 

distribution size) is to be increased. the communication mechanism between the processing units 

must be very efficient. In some architectures, in addition to the circuit switch for the end-user 

(speech) signal. there is a separate packet switch to handle message communication between the 

processing modules. In ISON exchanges, this packet switch is sometimes used also to handle 

the end-user's packet traffic. 

Another problem with distributed control is the fragmentation of resources: the processing 

capabilities of two processors are not equal in all respects to the processing capabilities of a 

processor of twice the processing power of a single processor. This means that the necessary 

total processing power (the sum of processing powers of the processing modules) must be 

larger than the processing power of a single processor to handle the same traffic. However, the 

cost of a large number of small processors is usually smaller than the cost of an equivalent 

large processor. In particular, when use of an industry standard processor (such as Intel's 

80*86) is possible the hardware cost of strongly distributed exchanges is very acceptable. 

Generally the problem of finding a good software architecture for a telephone exchange is 

dependent on finding a partition of software into sets of communicating processes with an 

acceptable trade-off between processing time and external communication time; processes in the 

same set may communicate more intensively with each other than with processes in another set. 

The large variety in exchange architectures shows that many good distributed designs are 

possible. In general. the present trend is towards greater distribution, and more recent exchanges 

usually have m~re processors than older exchanges. 
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For good distribution the structure of the software should mirror the functional structure of the 

telephony activities. For example. in a telephone exchange there is usually one incoming and one 

outgoing circuitassociated with a call and a natural basis for the functional division of call 

handling is between the incoming and outgoing halves; there is also a clear distinction between 

call set-up and call supervision. As a result, call handling can be distributed among four 

different functional entities. 
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Figure 8: Call handling structure 
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These four functional units share operations on a common database containing common tables 

for number analysis, routing etc. on the switching network. 
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Figure 9: Call handling functional units 

Thus a possible way to translate this functional view into a software architecture is to have sets 

of processes to ( 1) supervise incoming calls, (2) supervise outgoing calls, (3) handle incoming 

calls, (4) handle outgoing calls, (5) control the database, and (6) control the switch. The 

processes to supervise outgoing and incoming calls. and those to handle incoming and 



- 35 -

outgoing calls. can be assigned to separate processors; the databases and circuit switching 

control can be assigned to the same proccs~ ·:-as the handling of calls. or they can be assigned 

to additional processors. 

The way in which these functional entities can be translated into processes and distributed over 

processors also varies widely. In m 1200. distribution has been pursued to the fullest: the 

system is organised around a self-routing switching matrix to which peripheral modules are 

connected. There are two kinds of peripheral mod~le: those lhat conttol some telephony 

termination units and those lhat contain only a processing unit that may control a computer 

peripheral (but not a telephony peripheral). The switching network is conttolled by the devices 

connected to the switching network. There is no centralised device to set up and release calls (in 

other words. the function that controls the switching matrix - usually called the marker - is 

distributed over the peripheral modules). The database is distributed over a large number of 

peripheral modules. The peripheral modules are fairly small. so in most cases an exchange is 

built up from a large number of modules. 

In other architectures (5ESS) the system may be divided into a small number of large units that 

are connected by poinr-to-point lines (or through a small switch). Each unit can be considered a 

comple:e exchange. containing all the necessary functions to allow independent operation and to 

switch calls on connected lines. Each unit contains a switching network controlled by the 

marker and necessary data. In this type of exchange. only some functions are centralised (e.g. 

administration. operator interface). 

Each exchange must deal concurrently with successful calls and with call attempts, i.e. 

unsuccessful calls that for some reason do not reach their destination. For each call. successful 

or unsuccessful, a transaction is defined in the exchange. and a call record associated with the 

call keeps all the necessary details. A call record is generated when a transaction starts and is 

updated during the call. After a call has been completed, the contents of the call record are 

processed (usually on a separate processor) and stored if necessary for later use (e.g. to 

generate billing data, or for statistical analysis of the operation of the exchange). Usually these 

activities take place on dedicated processing units. 

We shall discuss the functionality and the implementation of the application layer in the 

following two chapters. The next chapter contains a discussion of software to .nanage call 

processing. During this pha~ of a call, the activities of telephonic devices have to be supervised 

and supported. These activities we will therefore call Telephonic .'iupport activities. Activities 
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that lake p!ace during the set-up (and are related to set-up) are at the heart of telephony and can 

therefore be called Telephony applications. The functionality of the marker and the databases. 

the administration and maintenance functions as well as the user interface functionality will be 

discussed as part of the telephony application layer. 

3.2.2.l. Telephonic sumx>n 
Telephonic suppon functions are a part of the application layer software and implement a part of 

subscriber and trunk lines interface. 

A generic hardware architecture of a subscriber line interface is shown in the following picture 
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Figure IO: Subscriber line interface unit 

The subscriber line circuits (analogue or digital) perform a number of interface functions 

commonly referred as BORSCHT<Banery feed, Overvoltage protection. Ringing current, 

Supervision. Conversion. Hybrid, and Testing) functions. They are often implemented using 

hybrid IC's and LSI devices such as SLICs (Subscriber Line Interface Circuits) and CODECs. 

Subscriber line traffic goes through concentrators which allocate time slots for signalling 

devices. The tone generator feeds the ri1aging current to the analogue line circuits. The DTFM 

receiver is responsible for the reception and decoding of DTFM code signals from push button 

receivers sets. During the selection phase, calling subscriber Jines using DTFM signalling are 

switched on this receiver which detects, digit by digit, the frequency pair generated by the calling 

subscriber equipment. These processing units (called peripheral control units} consist of a 

small microprocessor (such as a Z-80). tens of kilobytes of memory and interface IC's for the 

communication network and for coMmunication with the controlled device. 
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The archilecture of trunk units is very similar: there are trunk circuits instead of line circuils. and 

trunk senders and receivers instead of DTFM receivers (e.g. R2senders and receivers). 

1be telephonic suppon functions are iocated on the processing units and arc implemented a.' 

(application or kernel) processes. often as Finite State Machines (the processing of signals can 

usually be formulated as operations of a FSM). They run under the supervision of the operating 

system of the processing units and supervise and control the entrusted telephonic resources. 

The basic task of the telephonic support layer functions is to abstract the widely ranging 

functions of telephonic devices into a homogeneous set of functions that can be used by call 

processing software. This abstraction is often realised in two software layers: a device handler 

layer. and a signalling layer For each hardware device. the device handler layer contain" a 

device handler which translates electrical signals obtained by scanning the termination circuits 

into logical signals intended for the signalling layer or. in the opposite direction. drives 

termination circuits in accordance with logical signals received from signalling software . 
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The signallinglayer functions assign a telephonic meaning (a telephonic event) to logical signals 

from a device handler and, in the other direction. converts telephonic events into drive orders. 

Usually there is a different signalling function ( a set of FSMs, or a package of programs) for 

each type i>f line employed. Thus there may be an Analogue Subscriber Line signalling function. 

an Analogue Trunk Line signalling function. and so on. 
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The signalling functions usually cater for all major signalling systems. Each function taken in 

isolation is quite small. but the great variety in signalling is one of the causes of the large size of 

telecommunication .;oftware. 

Each signalling function operares on a set of variables that exhaustively describe the current 

operating conditions and configuration profiles of each line. its telephone terminals at the 

subscriber premises and the operating conditions of the lines (in service. out of service. under 

test. etc.). These sets of variables constitute L'1e reference model of the exchange and their 

updating is under the exclusive control of the telephonic suppon functions. 

Ir is good design practice to define a generic interface between the relephonic suppon (i.e. 

signalling) and call control functions. This means that all sets of signalling functions work on 

the same (small) set of messages to call control. Such a generic interface helps to hide the 

complexities and idiosyncrasies of signalling systems. and separates the maimenance of 

telephonic hardware from the call processing software. 
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3.2.2.2. Telephony application 

The telephony applications are divided into two groups: call processing and operation and 

maintenance applications. 

Call Processing 

The call processing function is carried out by the part of the application layer responsible for the 

execution of the functions necessary to set up. hold. supervise and release a connection between 

two subscribers. In our layered model. the call processing software uses the services oft~ 

telephonic support layer. It provides services to administration functions (such as charging). 

A telephone call is made in an automatic exchange by connecting (at least) two pieces of 

terminal equipment. (In multi-panyor conference calls more than two pieces of terminal 

equipment are involved.) This equipment may consist of subscriber or trunk circuits, and one is 

the calling party and the other the called party. 

Usually, the two pieces of terminal equipment are handled independently (asynchronous 

processing). The call can then be handled by two separate processes, each dealing with half of 

the call. Each half-call process deals with the recurring events and telephone messages 

associated with a call (off-hook. answer etc.) and initiates the appropriate sequence of actions. 

The functionality of the half-call processes is easily understood in terms of a possible sequence 

of activities for setting-up. supervising and terminating a call. 

Call processing for an automatic call (without operator intervention) starts when a seizure 

signal is generated by a signalling process. The seizure signal contains a parameter for the co

ordinates of the line, i.e. an intemaJ identification of the line. The seizure signal usually results 

in the dynamic creation of a process (by the operating system, or a special dispatcher process of 

the application layer ) to handle the setting-up of the call on the incoming line (incoming half

call or IHC. process). If there is congestion. the operating system may reply to the seizure 

message with a negative acknowledgement and the caJI is terminated. Otherwise. the IHC 

process replies to the signaJling process with a message containing its own identification (call 

index) so that the signaJling process may communicate with it directly. 

At the same time. the IHC process opens a call record and puts in it a reference to the call index 

and the co-ordinates. From that moment. the caJI record will be used to save all the imponant 

events in the history of the call. 
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The IHC process is then able to process other messages that may arrive from 'its' signalling 

process. When the IHC has processed a sufficient number of incoming digits. they are written 

in rhe call record and the string of digits is passed to another application process I or processes 

dedicated to calf routing (CR). Based on this suing. the CR process analyses the request and if 

there is a possible roure provides the co-ordinates of the outgoing line on which the call must be 

forwarded. If call routing is not able to find cl route ( e.g. insufficient digits. or congestion) the 

IHC attempts to resolve this problem. If it does not succeed, it terminates the call and deletes 

itself. 

Route selection is based on the dialled digits and other information. such as the class of 

incoming line used by the call. The outcome of the routing request is always one of the 

following decisions: 1) the number of available digits is insufficient to carry out the routing: 

more digits are needed, (2) the digits are inconsistent with the routing alternatives allowed in the 

~xchange so the call attempt must he cleared. (3) the number received identifies a subscriber 

belonging to the exchange and provided with only one line: the call must be forwarded to that 

line. (4) the number received identifies a subscriber with multiple lines connected to that 

exchange, and (5) the number received identifies a special service offered by the operating 

company to its subscribers. 

Routing is done by the routing process using a set of tables. These tables are semi-permanent. 

i.e. they change infrequently and usually only by action of the exchange operator. The tables are 

organised in a tree-like structure and each node corresponds to a digit in a valid telephone 

number. By parsing digits according to this tree, the routing process attempts to find our 

whether the number is meaningful. and if so, which subscriber line or trunk leads to it. 

After choosing the ourgoing line. IHC creates an outgoing half-call process. or OHC process. 

which mirrors the operations of IHC and controls the signalling on the outgoing line. For tha1 

purpose. the OHC must send a message to the signalling entity that handles the ou1going line. 

After the signaJling (outgoing) process ha'i been activated, lhe IHC and OHC co-operate closely 

by exchanging messages. OHC controls the activities of its signalling process. 

It is possible that the incoming and outgoing lines use different signalling. In order to simplify 

the communication be1ween differen1 signalling systems. the in1erworking between the IHC and 

OHC uses a set of standard messages based on the CCITT Recommendarion. For this purpose 

the telephone events are divided in10 two groups: forward interworking evenrs and backward 
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interworking events. These events have been defined identically for all the signalling systems 

expected in a telephone exchange. 

If an IHC and an OHC find that the telephone call cannot be completed. they release their lines 

according to procedures specified according to the signalling system. However. if everything 

proceeds successfully and the called subscriber answers. a connection on the circuit switch is 

requested. This is typically done by OHC which realises first that the called pany has 

answered. OHC sends the request message to the routing process an requests a connection. 

If the routing process (pan of the marker) has found a route through the circuit switch and the 

call has been put through. the exchange may charge for the call. For that purpose IHC or OHC 

attempt co identify the charging rate. Upon request. one charging process (or more) provides 

charging information to the reque~~er and writes it into the call record. 

When either the subscriber hangs up. or che call ends for any reason. the IHC and OHC both 

request the marker to terminate the connection and they then carry out the release procedures. 

When the call ends. the call record is sent to the process(es) that prepare statistical and charging 

information. 

Calls can be charged according to two different methods: by 'time and charges· and by 'pulse 

metering·. In the first case, the charging process writes to the call record the date. time (hour. 

minutes and seconds of connection stan-up) and duration and any special service indication. In 

the case of pulse metering, the charging process must find out (just like the routing process) the 

destination of the call. Then. from an administrative table, the chargin~ process derives the origin 

of the call and the charging rate function to be applied and records this in the call record. 

Additional messages to the process controlling the frequency of pulse generation may be 

required. 

For semi-automatic calls, multi-party calls, supplementary facilities and other types of 

application activities such as packet switching in ISDN exchanges, there are similar sr.ts of 

processes. 

Of course. the software structure described above is not the only one possible- For example, it 

may not be necessary to create a separate process for each call: one incoming call 'supcr

process' may be able to handle more than one call (perhaps upto 16 calls). so that on a seizure. 

the signalling process reports to this incoming call 'super-process' which then handles the call in 
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the usual way. If this 'super-process' reaches its maximum capacity then new 'super-process' is 

created to handle next group of calls. And another software structure could use a single 

process to handle both incoming and outgoing halves of the call (synchronous processing). 

The application processes can be divided into two classes: those that control particular hardware 

or a part of the database located or controlled by a specific dedicated processing unit. and those 

that are not bound to any particular location. The processes that have to control a particular 

resource must be executed at a location from which the control is possible. There is thus little 

flexibility with respect to the allocation of these processes to the processing units. But for the 

unbound processes. there is an allocation flexibility that can be used o perform load sharing 

and/or to increase the availability of the exchange services. Such processes may be allocated at 

the moment of creation to a processing unit that is the least loaded one that is correctly 

functioning. In the case of load sharing. the allocation dynamically matches the overall traffic of 

the exchange to the available hardware configuration. For increasing availability. the 

allocationcan take account of available processing units, or in the case of failure, reallocate the 

processes to available processors. 

Operation and maintenance 

These functions cover a broad class of facilities necessary to provide reliable. economical and 

operator-friendly functioning of the exchange. They can be divided into the following groups: 

(I) Configuration control. (2) Performance measurement, ( 3) Maintenance and ( 4) Person

Machine interface. 

The exchange software is informed of the hardware capabilities of its exchange by means of 

configuration parameters. Obviously, the value of these parameters must be kept continuously 

up-to-date and consistent and this is complicated by the fact that these values are used by 

processes running on different processing units: indiscriminate change of a value could lead to 

different values being observed by processes at different times, thus jeopardising the 

consistency of the software. No change must therefore be made without taking the necessary 

precautions. The configuration parameters are also administered by the operators (or computers, 

as part of maintenance activities) external to the exchange. These highly independent and 

sometimes conflicting activities must thus be co-ordinated. 

Every modification request causes specific procedures to first check the consistency, feasibility 

and reasonableness of the request. If a request causes problems that cannot be resolved, it i~ 

denied without interruption of the exchange operation. 
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The updating of a parameter used by only one process is usually performed by lhat proct ss and 

is relatively simple because it involves little co-ordination. Updating a parameler used by 

multiple processes is more complex and very often a procedure is specifically designed for this. 

In general, the processes using a parameter lo be updated are warned and this causes them to 

complete their ongoing activities and then go to a standby mode. When all such processes are 

standing by. the parameter is updated and normal processing is resumed. In exchanges thal 

consist of a large number of processing units. the configuration activities are therefore in general 

more complex than in a more centralised exchange. 

Perfomumce measurements are made of the traffic (e.g. the number and lypes of call requests) 

and the system resources used. Usually they are carried out by executing additional software 

commands (writing into a call record or into special counters, reading counters. starting and 

stopping timers. etc.) during the execution of the program. The performance measurements 

typically consume additional system resources and must be thus used only when requested and 

necessary. 

The performance measurements are executed as a result of oi;erator requests and deliver the 

results as file;; to be processed off-line to produce statistics. 

For traffic measurements. an international general reference model has been defined based on 

{I) counters and state variables that are associated with a set of telephony objects. (2) 

specification techniques to specify the time at which a measurement should be performed. an 

(3) the type of rneac;urement ti) be made. The operator may thus specify in a compact. clear and 

standard way the measurements to be taken. 

The gathering of charging data can be seen as a particular type of a meac;urement: it is 

(continuously) executed by the call processing software and produces files that are further 

handled by a billing centre. 

The management of system integrity is in principle a responsibility of the operating system. It 

is one of the most important tasks of the operating system to make the system appear to the 

application processes as a stable. error-free execution mechanism . The operating system must 

thus be able to detect and repair the consequences of a failure of a hardware or a software 

component. 
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Many of the functions to detect, isolate. and restore a service are still implemented as a part of 

application software (the maintenance software). To find an anomaly and repair the 

consequences very often requires understanding of the application software activity. and thus is 

best implemented at the application level. 

Information about the functioning of the exchange is gathered at the system and application 

level. For example, signalling processes and device drivers deal with alarms generated by the 

hardware they control, and as a rule every switching activity checks for illegal events and 

inconsistent conditions, often using counter variables to detect whether thresholds have been 

exceeded et.::. 

Maintenance software is often divided into two modules: ( I) the supervision and detection 

module, (2) the testing module. The supervision and detection module gathers all the repons 

concerning an anomalous behaviour, filters the repons and decides to do one of the following : 

• request execution of more tests so that more information is available. 

• request the operating system to take a software or hardware module out of action. 

• file the repon for later use. eventually changing the status of a module. 

The test module organises execution of tests on a periodic basis. It may be invoked by the 

supervision and detection module or it can be called into action by the operator. The results of 

tests are reponed to the requester and filed for later use. 

An advanced exchange can only realise its full potential and efficiency if a comprehensive 

person-machine interface (PMI) is available, enabling operations and management personnel to 

control the full range of exchange facilities. The interface must satisfy a large number of 

requirementc;: 

• the exchange will be used by both experienced and inexperienced users and operators 

familiar with similar systems should be able to operate the new system after only a short 

training period -- different input and output modes must thus be supported; 

• the interface must provide support to users of very different technical backgrounds and 

degrees of sophistication: r.g. planning and traffic administration staff, maintenance 

engineers, installation personnel and others will need to use the interface; 

• the outputs must guide personnel to perform actions: these actions are often very repetitive 

so only relevant information in the right form should be made available. and where 

possible, graphical presentation of information is desirable; 
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• the interface should be adaptable to the different organisational structures of operational 

and maintenance activities: e.g. flexible routing of outputs according to their functional 

content and the origin of the message is required in order to allow an administration to 

freely assign exchanges and functions to Operation and Maintenance centres (in general 

the system supervisors. technical specialists and managers are located at different locations 

and the PMI must accommodate such requirements); 

• the interaction language should be identical for all types of operations on all !ypes of 

exchanges (small. large. tenninating, transit, etc.) so that the operatic..:. maintenance. and 

training activities can be efficiently perfonned; and 

• the format of dialogue with the operator must suppon natural interaction: a bad dialogue 

format can substantially affect the speed and efficiency of the interactions and ultimately 

can cause confusion and hostility towards the equipment. 

To satisfy these requirements CCITT has defined the syntax of a dialogue language [CCITT 

Rec. Z.302. Z.312-Z.315. Z.200] and of the man-machine dialogue (Z. 317). The semantics are 

left to the implementer. 

The syntax of the language (called Man-Machine Language - MML) and the dialogue is 

specified with diagrams. Input can be from 2· • device that produces the codes of the characters 

of CCITT International Alphabet No.5. and output can be to any device accepting such 

characters. 

The dialogue can take place in two modes. In the direct dialogue mode, the operator uses a 

single command to input all the data required to activate a function: the system does not provide 

any help so this mode of operation is provided mainly for experienced operators. In the system 

supponed dialogue (continuation) mode. the system specifies the data it requires for the 

execution of a panicular function. This mode is intended for inexperienced personnel or for 

complex and infrequently used operations. 

MML specifies a mechanism for access control, and devices and techniques to alen the operatcr 

to situation~ that command immediate attention. 

MML is widely used by telephone operating agencies and switching manufacturers. It has 

become a widely applied standard and practically no system is produced without providing a 

MML conformant interface. MML is used not only for exchange control, but also for 

subscriber administration (Rec. Z.334), routing administration (Z.335), covering functions that 
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are in charge of routing a ca!l anempt towards its destination, traffic measurements 

administration (Rec. Z.336) and network management administration to control the flow of 

traffic through a network of exchanges. It is also used in many other applications such as 

private branch exchanges, videotext systems. mobile radio systems etc. 

The PMI is usually realised as a part of the operating system. Often a number of processes that 

are executed cyclically and in parallel process the user inputs. perform parsing and validation 

and the request their execution. The processes interact with device drivers that provide an 

interface independent of the physical characteristics of the device. 
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3.3. Network planning systems 

The purpose of network planning is to select the best architecture, design and time period to 

meet the telecommunication needs of a network operator. In this context. architecture refers to 

the structure of the network and the function of its components. For example, the selection of an 

hierarchical versus a non-hierarchical structure and the routing capabilities of a transit exchange 

are typical architectural choices required in network planning. The design of the network refers 

to the selection of specific facilities and equipment quantities to meet current and future needs. 

Digital technologies expand the number of options available to the network operator. and they 

also off er the possibility of integration of previously separate networks or network components. 

Significant economical advantages can be gained if the network options and alternatives are 

fully exploited. As the number of networks (voice, packet switched data. circuit switched data > 

increase, telecommunication networks change and integration of voice and data networks 

becomes reality. computer-aided planning systems will become more and more necessary. 

Technically, the process of network planning is an optimisation problem in which the selected 

design satisfies certain minimal criteria (such as cost). provided that certain constraints are 

satisfied (such a'i maintaining a certain specified grade of service under particular levels of call 

congestion). In practice. planners must analyse the given network problem and extract the 

significant parameters before the optimization can be performed. To reduce the problem to 

manageable proportions and still maintain sufficient model accuracy requires both insight and 

experience in network design. 

To solve a particular planning problem the following strategy can be followed 

• Identify the planning needs and constraints. The following factors must be established: 

planning horizon 

accuracy requirements (economic impact) 

present network configuration 

network objectives (network size, function, growth potential, traffic patterns. degree 

of network control) 

technical constraints (distance lim:ts, propagation delay) 

minimality criterion: economical assumptions with respect to maintenance, 

equipment. leasing and other costs are used in fonnulating the cost function of a 

design alternative 
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• Develop Models. Sufficiently accurate models of the desired network must be developed 

to assure confidence in the results. These models. together with the planner's experience 

are used to develop design alternatives and analyse their performance. 

A model consists of modelling elements (network elements) and a specification of the 

interrelation between modelling elements. Modelling elements. such as subscribers that 

generate and receive traffic, switching nodes that receive subscriber traffic and switch the 

connections to the destination subscriber, transmission nodes. such as lines, line sections 

etc., are the basic elements f the system to be modelled. The interrelationships between 

modelling elements are basically the connection between the elements. Each modelling 

element can be characterised in a way that is typical for its function. For example. 

subscribers can be characterised by traffic density in Erlangs and variance coefficients of 

the traffic they generate or receive, their geographical location and so on. 

Sometimes simple models suffice. but for complex networks complex models are 

necessary. The model is used to formulate the problem and the domain of design 

alternatives. Algorithms will C'TJCrate on this model to find a design alternative that meets 

some optimum criterion. 

• Selec.1 the best alternatives. The design alternatives are evaluated according to stated criteria 

and the best alternative is selected. The selection is in fact a multidimensional optimisation 

problem. 

To support these activities software tools (Computer Aided Planning - CAP system) can be 

developed. A CAP system is usually organised in modules accessing databases. The databases 

and modules operating on it are administered by a (database) management system. 

The database contains traffic and trunk data, transmission facilities and evolution data, switching 

data etc. and the modules can perform different types of projections and evaluation (traffic 

demand projection. trunk route evaluation etc.) The databac;es contain highly interrelated 

information, so database management has to be tightly co-ordinated. The databac;e is also an 

interface between the tools. New functional modules can be thus added without affecting the 

operation of existing modules. 

Bac;ed on this generic structure. different applications (data+ programs) can be developed to 

serve specific planning problems. Two types of applications exist: optimisation and simulation 
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applications. Optimisation applications attempt to derive an optimal solution for a specific set of 

constraints. Simulation applications attempt to predict the behaviour of the system under 

dynamic circumstances. Each application provides to the user a language to specify the model 

data. planning/simulation rules. an algorithm to compute the desired result and an output facility 

to present the information in a form best suited for the specific problem. 

The trunking model application. which computes the trunk loads in large networks. is an 

example of a optimisation application. It provides a selection of algorithms to specify traffic 

loads and various types of switching and trunking (analogue and digital). It can size networks 

in the cac;e of hierarchical (fixed) or other types of routing. As output it provides for example 

the number of circuits required for the high usage (direct and intennediate) and final circuits. 

Another typical optimisation problem handled by CAP systems is to compute an optimal 

location for an exchange. Frequently it is necessary to introduce a new local exchange to an 

existing network and the problem is to find where it should be located and whether existing 

exchanges should remain in operation. The input data required by this program consists of 

existing and projected numbers of subscriber lines. the number of exchanges and their 

characteristics. the cost of subscriber lines as a function of distance and the geography of the 

area (detailing obstacles like rivers and mountains). 

For large networks, the computational requirements can be quite taxing and large compute~ are 

usually used (mainframes). The algorithms are often heuristic in nature so they give only a 

near-optimal solution. However the computational costs are feasible. CAP systems usually 

provide usually extensive output. often in graphical form. 

Network simulation allows planners to anticipate network problems and devise and test 

solutions to alleviate the possible difficulties. Simulation is used to model the performance of a 

network subject to th~ failure of certain switching nodes or transmission routes. A program can 

for example compute a call congestion profile between nodes as a result of failure of some 

nodes. 

Other simulation programs may provide simulation of novel routing strategies in a network. 

Complex routing strategies using decentralised management often require a computer analysis 

to estimate perf ormance/cosl. 
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3.4. Maintenance systems 
Maintenance systems manage an overall network of telecommunication equipment to achieve a 

high quality of service for its users and maximum resource utilisation of the network 

components. They provide suppon for provisioning. installation. maintenance. operation and 

administration of telecommunication networks. 

Maintenance systems can vary in size from very simple systems that manage a single network 

node. to distributed systems that manage complex networks consisting of equipment of 

differing ages and origin. Ea.ch node of such a distributed management system may be 

specialised to perform a dedicated task (such as a billing centre) or it may perform complete 

management for a geographical area. 

The telecommunication network consists of many types of equipment. such as 

• transmission equipment: terminal multiplexers. add/drop multiplexers. local cross

connects. cross-connects. special units related to the transmission technology employed. 

• switching equipment: local and transit voice exchanges. data-packet switches. and 

• associated equipment such as service computers, to provide non-standard services 

The total management activities can be separated into the following five management functional 

areas [Principles for a Telecommunications Management network, CCITI M.3010. R.5/1992)" 

fault. configuration. accounting. performance and security management. 

In practice. the following tasks have ro be accomplished: 

• telephone exchanges, trunk circuits, subscriber lines etc. must be routinely and remotely 

tested and diagnosed and faults must be isolated; detailed test results and other reports 

must be filed for later analysis; 

• new versions of network equipment software must be downloaded; 

• traffic measurements have to be activated both on a demand and schedule basis and 

collected data processed and summary reports generated; system status such as equipment 

occupancy, trunk route congestion, etc. must periodically logged for later processing; 

• alarms caused by malfunctioning equipment or by circumstances that require attention 

must be displayed in a central location. and messages from network nodes have to be 

processed; 

• subscriber service orders (assignment of directory number, service class, scheduling of 

execution of services, etc.) and complaints have to be processed, subscriber line testing in 

answer to complaints must be initiated, subscriber lines must be barred for access etc.: 
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subscriber records must be updated and various statistics regarding subscription should 

be compiled; 

• the overall network status. such as congestion and overload have to be displayed. and 

detailed information should be obtainable from dedicated displays; traffic diversion. route 

restriction. destination restriction. originating and incoming call restriction have to be 

perf onned; the occurrence and consequence of such activities must be filed and processed 

into statistics; 

• charging data has to be collected from each exchange through data links on a scheduled 

basis and bill processing and statistical processing must be perf onned. 

Such widely varying tasks are perf onned by a network of management centres. some of them 

specialised test centres such as the Operation and Maintenance Centre. Line Test and Subscriber 

Service Centre • Transmission Test Centre, Service Order Centre. Network Management Centre. 

and Billing Centre. In each of these functional units. the activities are supported by computerised 

equipment with similar or even identical system architecture and differing application software. 

The implementation of the maintenance system must take into account the fact hat almost all 

network operators already have an extensive infrastructure consisting of operation systems. 

networks and teleconununication equipment. Thus interworking with existing systems is of 

crucial importance. The maintenance system also provides information that will be later 

evaluated by personnel and equipment that can vary widely in its function. experience and needs. 

The information can be evaluated by humans, electronic devices or other computers. Thus 

interfaces to equipment such as \'ideo-walls, post-processing systems, report generation 

systems. expert systems etc. must be available. 

For such systems, flexibility is of central importance and standards are the key to achieve it. 

Intensive studies in the last few years appear to have finally resulted in workaole tools for the 

description and management of networks. The methodology and the driving force behind the 

definition of standardised interfaces (both communication protocols and the information model) 

are laid out in CCITT Rec. M.3010. M.3020 identifies the management services that represent 

the management tasks and describes the methodology to be used in the specification of 

interfaces. M.3400 contains the list of telecommunication network management functions for 

different functional areali. M.3100 provides a generic network information model. 

Basically, networks and their management are described in a layered hierarchical manner. All the 

activities that take place in a network can be allocated to various networks, such as the physical 



- 52 -

transmission network. the logical transport network. the intelligent services network and the 

telecommunications management network. Resources are represented as Managed Objects in 

the infonnation model and a management action corresponds to manipulation of an MO. 

In the implementation of management systems. hardware. system software. communication 

protocols and users interfaces are all based on international standards. The hardware that is 

being used is usually an industry standard workstation/server. the operating system is usually 

UNIX. databases are SQL-compatible. communication is based on CCITT. OSI. Internet. SNA 

and DECnet protocols. and application and user interfaces conform to X/Open 

recommendations. The applicati'lns are usually programmed in a language that has a good level 

of ponability CC. C++) and the user interface is highly graphical. 

For example, PHAMOS4 is based on HP9000 Series 8x7 computer systems, the UNIX 

operating system is XPG3 compatible and the Q-interf ace is used for the communication 

between Operations System and Network elements. and X.200. 400. 500. 600 and 700. Ff AM. 

NFS and LU 6.2 are supported. OSF/Motif and X-Windows for user interfaces and Ingres 

databases ( SQL compatible) are used. 

The PHAMOS architecture is illustrated below: 
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Figure 12: Phamos architecture 

4Hennann. A. el all.: 'Phamos ·Philips Advanced Managemen1 and Operations Syslem · Func1ionali1y and 

architecture', Philips Telecommunication Review. Vol. SI. NO.I 
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The software architeccureis based on an object-oriented hierarchical architecture that is strongly 

client-server based. 

3.3. Billing and accounting packages 
In Western countries, communication costs represent approximately 4% of a company's 

operating expenses5 and they keep growing at approximately 9% each year. For most 

companies these are considerable costs, but until now companies could not obtain the data 

needed to manage them. 

Telecommunication users have defined quality billing to include accuracy, flexibility, timeliness. 

and the ability to receive the data in an automated fonr.at for further analysis. Unfortunately. 

there are too few tools to implement such services. While bills have always been detailed and 

explicit, it was often difficult to associate the cots with the group of users incurring the cost and 

the specific task under which the costs were incurred. In short. the bill was designed for the 

service provider and not the subscriber. 

Billing information systems should enable customers to review communication expenditure and 

usage, consider future needs and adjust their telecommunication profile to their business needs. 

Billing systems must be able to combine data for all services provided. Currently most billing 

reflects the physical architecture and sage of the network instead the logical communication 

usage. 

Billing should also provide information about actual performance delivered by the service 

provider. It should include information about busy hour reporting, blocked call rate etc. In this 

respect the billing and network management services interact strongly with network management 

systems. 

The billmg system is important in connection with customers queries about service requests and 

complaints and requires an on-line system to provide up-to-date information to customer 

service personnel. 

S·euilding a Financial Managemen1 S1ruc1ure for Communications'. Business Communica1ion Review. AufUSI. 

1989 
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Fonunately. the capabilities of technology makes it possible provide system support for the 

capture of billing data of the kind that is required by users. Basically two strategies are being 

used: (I) the service provider develops a billing system that is able to cater to all the specific 

needs of its customer. and (2) the service provider caprurcs the raw billing data and hand" it over 

to the customer. The service provider helps the customer to develop tools necessary to analyse 

its data. but often industry-standard PC based tools can be successfully used. 

Itemised billing. consolidated report packages and multiple billing hierarchies. invoicing via 

magnetic tape. compact disc. or electronic data interchange are all attributes of this new 

approach. 

A billing system that is able to provide modem billing services is basically a database 

application. It provides retrieval and update operations on a (usually very large) database. The 

billing data may be located on several computer systems and to provide a consolidated bill 

complex reconciliation procedures have to be executed. These consist of a batch-processing 

facility that deals with the capture of data. the production of bills, non-payment reminders. and 

on-line facilities that allow real-time access to the databases. These are used by customer service 

centres while answering customer enquiries. In some billing systems, the customer is also able 

to get on-line access to its own billing-related data The security and integrity control of such 

systems is of prime importance. 

As an example. the billing system of British Telecom (Customer Service System - CCS) runs on 

IBM 3900s. uses MVS and is written in the COBOL programming language, using the IDMS 

database system. On-line transactions are serviced by CICS TP. CCS is logically a single 

system, but in order to accommodate the size of the operations, 29 separate images of the 

system are running nationally at different geographical locations. These individual systems are 

connected together for on-line access. 

CCS supports 1400 gigabytes of data, 14 million sen.en exchanges, 60,000 connected terminals 

and has an average response of 2 seconds. It contains 5 million COBOL statements and more 

than 3,000 different screen presentations .. 

In 1991. BTs CCS produced I 00 million telephony bills. It serviced 20,000 regular on-line 

users and an additional 20,000 users used it occasionally. The system was developed in the 

1980s and due to its complexity was plagued by delays. Its integrate database provides many 
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benefits. such as rapid access to all data. but it also has its limitations. The size and complexity 

of the databases and applications operating on it make change very time consuming and 

complex. 1be type of database and the way the customers data is used does not aHow easy 

reorganisation of the customer's data to reflect their organisational changes. 
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4. What is so special about TCS? 

4.1. Introduction 

In the previous chapters we have described the different types of teleconununication software. 

1be first characteristics that makes the TCS special is its wide range of functionality. In fact. 

every type of software known to information technology industry finds its application. For 

example. software for 

• real-time highly-available. distributed systems (operation and maintenance). 

• highly distributed control system (network management). 

• (on-line) database (billing and accounting), 

• number crurrching (network planning) etc. 

is used. 

lbese functionally very different systems have to interact almost continuously. resulting in a 

very complex system in which correct functioning of each subsystem is necessary. A 

teleconununication system is sometimes portrayed as the most complex system ever built by 

man. and correspondingly, teleconununication software as the most complex and extensive 

software ever designed. 

Software risks 

Many risks and difficulties encountered in developing teleconununication software are simply 

due to the fact that software is being developed. For example6, 'inadequate personnel ... starting 

a major software project with inexperienced and inadequately trained personnel is a sure route to 

disaster , 'mistaken user needs ... many software projects have failed because the real user 

needs have not been captured adequately', 'unmastr.red complexity ... Software systems are 

complicated because of the inherent complexity of the problem domain and because of the 

extrinsic. needless complexity of the software design. This extrinsic complexity must be 

eliminated through the use of proper design methods ... Complicated software is expensive to 

build, difficult to verify and unreliable in its operation'. 

In the remainder of this chapter we will concentrate on the operation and maintenance software 

of an exchange (SPC - Stored Program Control - software). mainly because a telephone 

6H. Kopctz: 'Chances and Issues in Software Production in Developing Countries'. UNJDO JPCT.144 (SPEC) 



- 57 -

exchange is the central feature of a telecommunication network. and operation and maintenance 

software is the basis of the exchange. 

Real-time software 

As already described in Chapter 3, the SPC software must operate within strict timing 

constraints and under conditions where a variety of faults may occur at any time. It is thus an 

example of software for real-time highly-available systems. For d,.signing such systems. 

general software techniques have to be extended and adapted to support the following: 

• specification and verification of real-time constraints 

The usual approach for the specification of computing systems is to describe the actions 

in which the system participates and the order in which these actions can take place. For 

real-time systems a technique must be added to describe the physical time constraints 

placed on the order of the actions. For example, the maximal or minimal duration of an 

action. the frequency of actions etc. must be specified. Once a real-time system has been 

specified and developed it must be demonstrated that not only the functionality but also 

time constrains formulated in the specification are realised. Formal proof and testing 

methods for conventional systems must be extended so that the temporal properties can be 

verified and tested. 

• specification and verification of fault-tolerance 

A real-time system and its environment form a synergistic pair. The computer must 

provide services at an acceptable quality level even in presence of hardware and software 

errors, or it is perceived as having failed. The 'acceptable quality level' must be specified. 

implemented and validated. 

• programming languages and design methodologies: 

Conventional programming languages do not provide the necessary support for the 

expression of timing constructs or for specific services that arise in the development of 

such systems, such as support for distributed programs, fault-tolerance constructs (such 

as exception handling) etc. 

• operating systems; 

A real-time operating system must provide support for guaranteeing real-time constraints. 

supporting fault-tolerance and distribution etc. 

• architectures 
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A real time system can be viewed as a network of subsystems where each node act~ a~ a 

three-stage pipeline7: data acquisition, data processing and output to sensors and displays. 

In such systems the movement of data is of crucial importance. Thus the high 1/0, the 

interconnection mechanism in nodes and in the network and fast, reliable and time

bounded communication mechanisms are usually different from conventional systems. 

SPC software 

To specify, implement and validate the common control software these characteristics of real

time highly-available systems have to be taken into account. In addition to the generic 

properties, common control software notable for 

• the complexity of the software, 

• 
• 
• 

• 
• 

its consequent size, 

the long working life required, 

the need for real-time operation, 

the stringent reliability and availability required, 

portability of software . 

These properties influence the way in which telecommunication software is developed, tested 

and maintained. These issues are discussed in the following chapters. 

4.2. Size and complexity of the software 

In general, SPC software is complex with respect to : 

• the number of functions that have to be provided. The complexity of SPC software is a 

reflection of the complexity of a telephone exchange: there is a multiplicity of ( 1) unit~ 

connected to an exchange, (2) units within the exchange (3) requirements for services. 

There can be tens of thousands of subscriber lines connected to the exchange, each line 

may have dozens of attributes reflecting its service needs, hundreds of trunks for which 

there may be a great variety of signalling modes, dozens of data lines for maintenance and 

operation purposes etc. An exchange may consist of hundreds of processing units, 

dedicated hardware units and dozens of computer peripherals. For a modem telephone 

exchange the generic functional requirements are often contained in multi-volume sets. 

?Krishna, C.M .. Shin, K.G., and Bhandari, l.S.: "Processor Trade-offs in Distributed Real-Time Systems", IEEE 

Trans. Computers, Vol. C-36, No.9, September 1987 
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The non-functional requirements can be also very extensive. The operating agency can 

fonnulatc additional requirements with regard to the administration of its exchanges. the 

collection of charging infonnation etc. 

• large volumes oj data that have to be manipulated by the exchange: in general, data 

structures describing the exchange equipment and services, subscribers status etc. are 

complex. 

Because the software is complex, the development of SPC software is very challenging. To take 

account of the complexities of SPC software. ( l) the choices related to the system and software 

architecture, (2) the organisation of the development activities, and (3) the software techniques 

and tools employed have a strong effect on the achievement on the o;rerall quality and the 

effectiveness of the development effort anrl these are distinguishing characteristics of 

telecommunication software. 

4.2.1. The consistency of system and software architecture. 

There are many ways in which a system can be distributed over its components. As we have 

already indicated there is no 'best way' to distribute the functions. Different distributions are 

possible and valid. However, the absence of a well-defined and clear architecture leads almost 

inevitably to development problems, friction between different development groups and 

ultimately to redesign of the system 

The software architecture has to describe how the total software is distributed over its 

components and how these components are related. In particular the following must be defined: 

the partitioning of the software into modules structured into hierarchically layered 

systems with each layer running on a lower level of abstraction and implementing a higher 

level (of abstraction). The functionality of each layer and its modules must be clearly 

described. 

The locus of control has to be established. Usually it is centred in processes and message 

passing between processes as the preferred method of achieving functional separation and 

synchronisation; however other alternatives are feasible. 

the interfaces between modules must be clearly defined. 

1bere needs to be a clear separation of moduk ~~·nplementation from module interfaces. 

Real-time intensive functions must be contained within welJ-defined processes or modules 

so that code optimisation activity can be focused and processor power can be 

appropriately directed. 
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Logical software functions must be de-coupled from the features of physical hardware 

units so that it is possible to re-implement the hardware of the system in order to take 

advantage of technology advances without disrupting the software architecture. 

4.2.2. Organisation of the development activities 

To develop SPC software, the involvement of (several) hundred people, perhaps at different sites 

or in different countries over a period of several years is often necessary8. Good organisation is 

characterised by a good division of responsibilities and co-ordination of the activities so that the 

user'!' real requirement is implemented, the system and software architecture is not compromised 

during the development and all work can progress at the maximum possible speed. The 

overheads relateJ to good organisation and enforcement of sound engineering practices are 

substantial, and this tempts almost everybody to economise on organisation and procedures, 

typically to overcome delays by postponing to tomorrow tasks that should be done today. The 

consequence of these sins is a substantial degradation in system and software quality. 

An example of a good development organisation for a switching system development is taken 

from [9]: 

customer needs 

generic 
planning 

system 
archi!CCtUre 

managemcn1 

development 
•hardware 
•software 
• utili1ies 

,___ __ sys1em test 

Figure 13: Structure of development organisation 

si1e tes1 

The first step in the development consists of determining the customer's needs (list of features) 

and based on cost-benefit analysis deciding how these should be met. The result is a package of 

requirements sometimes called 'generic'. 

8Goecke, D., Haake, G.: "A Software env· -:ring approach applied to the complete design and production 

process of large communication system software", Session 13 C, Paper I, ISS 84 Aorence 

9sosco,H.L., Carney, D.L., Cicon, J.P. and Prell, E.M.: "Mar.aging a very large softwar~ switching project- NO. 5 

ESS", 
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lbere has to be a centralised architecture or:anisation that consists of a system architecture 

group and several planning groups. Each of the major development organisations (hardware. 

software. development support tools and utilities) has an internal planning group that c~ 

ordinates and helps resolve internal design issues and represents their organisation to the system 

architecture group. 1be system architecture is responsible for c~rdinating high level 

requirements/design i _, tes that have potential impact on the planned evolution of the system 

architecture and for ensuring that system requirements are met. 

The sharing of architectural responsibilities is essential for focusing responsibility. maintaining 

control. obtaining developer acceptance and eliminating a serial path between system architecture 

and development. Acceptance and support by the developer organisations is ensured by having 

planning functions within their line organisations. 

These effort may be supplemented by real-time modelling. methodology. training and quality 

groups/functions. 

One decision that has to be made early in the project is to resist pressures to shorten the time 

spent on initial requirements and high-level design work. 

Before the work on detailed requirements starts. teams from design organisations. planning 

groups and the architecture group have to tstablish high-level requirements and partition the 

total job. Software has to be split into modules that can be developed separately and for ea.:h 

module a person must be made responsible for its development . 

The test organisation is separate from development and has the task of integrating the system. 

The process is a highly interactive but logically serial process and can take place while 

development of the modules takes place. 

The final phase is site testing. and this is performed by a different organisational entity. The 

testing is performed on the customer's premises and it emphasises the external interfaces of the 

tested function. 

The management styles must take into account the fact that the software industry is a know-how 

intensive industry employin3 professionals who as a rule are highly educated. qualified. 

independent and, if properly managed. easily to motivate. In decision taking, a certain level of 
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democracy with clear understanding of responsibility is necessary. An ethos must be cultivated 

in which people are not afraid of mistakes or potential schedule slips but view them as problems 

requiring resolution. 

4.2.3. The software techniques and tools employed. 

1be software design usually start-; with a comprehensive set of specifications based c-n world

wide study of telephone exchange requirements, including both basic and optional functions and 

facilities. Ofie'l, particular effort is made to catalogue all major existing signalling systems. 

SDL 
The specification is often written in CCTITs Specification and Design Language (SOL). SDL 

is a formalised method of presentation of the required behaviour and the internal processes 

neceso;ary to implement the specification - the actual behaviour - in telecommunication systems. 

SOL was first specified by CCITT in 1976 to provide a graphical means of specifying the 

behaviour (known as SOUGR). It was to be used as a software development tool and as a high

level documentation technique. In the early 1980s, in addition to SOUGR an equivalent 

program-like non-graphical version of SDL, known as SDI.JPR was also developed by 

ccm10. 

SDL is well suited to a top-down design technique. It is oriented to demonstrate and solve 

problems related to process interactions in switching systems. Many automatic tools are 

available for creation, storage, updating and manipulation of SOL specifications I 1. Text books 

describing how the language can actually be used are also availablel2. 

Exchange functions are derived from these specifications and arranged hierarchically. The 

functions are broken into sub-functions, then these sub-functions are further divided until a 

basic set of functions has been identified, each of which can be performed by a single software 

module. 

WccITT Rec. Z.100: Specification and Description Language SOL. Blue Book, Volume X. I (1988). m.J 

1 lfaergemand, 0., Reed. R. eds.: "SOL'91 Evolving Methods", Elsevier Science Publishers. ISBN: 0 444 88976 

o. p.511-520 

12saracco. R .• Smith. J. R. W .. Reed, R.: "Telecommunications Systems Engineering using SOL", Elsevier 

Science Publishers, ISBN: 0 444 88984 4 
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A functional specification is perf onned for each of these modules. Interfaces to other modules 

are specified by listing the messages crossing the interface. The dynamic behaviour of the 

modules is documented using scenarios representing the information flow between the various 

modules engaged in a transaction. such as setting up a call or writing a file into a mass storage 

system. 

CIDLL 

The design of each software module is based on its functional and operational scenario. The 

modules are coded and tested largely independently of other modules. The completed modules 

constitute a library which can be used for the production of exchange software. The language 

used to code the modules nowadays is usually a high level language such as C or CHILL. 

CHILL - the CCITT High Level Language - is the language for programming SPC switching 

systems. Its requirements includes suitability for programming the following applications: call 

handling. test and maintenance. operating systems. on-line and off-line support. implementation 

of Man-Machine Language and acceptance testing. There are several CCITT publications on 

CHJLLl3,14,15. 

As a CCITT-standardised language. CHILL is very different in nature from SOL and MML. 

Whereas the latter are of chief interest to the telephone operating agencies and represent a 

mandatory requirement in the clause of contracts placed by manufacturers of switching 

equipment. the same does not apply to CHil..L. The decision to use CHil..L or not is basically a 

matter for the switching equipment manufacturer. 

A number of switching manufacturers have adopted CHILL as their own programming language 

(Siemens. Alcatel, NITl6, and Korean, Indian. and Brazilian manufacturers) but other languages, 

such as Care also used (e.g. by AT&T in the programming of ESS 51 7). Initially, C was a 

general programming language designed for use in programming a time-sharing system in the 

Computer Department of Bell Labs. Nowadays it is widely used, particularly in conjuncture with 

the UNIX operating systemin applications ranging from text-processing to communication, 

13ccm Rec. Z.200. CIDLL Language Definition. Blue Book (1989), Fasc. X.6. 

14Jntroduction to CHILL 

I Sfonnal Definition of CIDLL. 

16Maruyama, K .• Sato. N. and Konishi, K.: "NTI' CHILL implementation aspecL-; and its applicalion experience", 

pp 191-195 

17The UNIX System. a special issue of the AT&T-Bell Laboratories Technical Journal. Oct. 1984 
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process control and artificial intelligence. It is our impression that interest in developing 

languages specifically for progranuning of SPC exchanges is declining. General purpose 

progranuning languages. or producer-specific languages. have not disappeared and every 

manufacturer keeps to its adopted programming language. 

The progranuning activities must be supported by a sufficient quality and quantity of tools. 

F.ditors. debuggers. compilers, configuration management tools, file management. and product

building tools, document processing facilities, communication networks, electronic mail etc. 

should be provided to all designers without complex request and evaluation procedures. The 

development environment is usually centred around a local area network to which workstations 

and minicomputers are connected. Using gateways, access to the target hardware can be 

obtained so the developed software can be loaded and tested on the target hardware. Other 

gateways provide access to external communication networks and thus external facilities. 

As a rule, each developer has access to his/hers personal workstation and a number of 

minicomputers/servers are shared. Writing of specifications, programs and documentation takes 

usually place using the resources of the workstation. Compiling, archiving. building-up of the 

system usually takes place at the provided servers. Industry-standard workstations. servers, 

networks and communication gateways, operating systems, databases, and communication 

facilities are commonly used. 

The techniques used in developing software - the software engineering techniques - do not make 

any unusual demands. Therefore. methods and planning tools adequate for normal process 

control software also apply to the development of telecommunication software. Special attention 

should be paid to documentation systems and planning. 

Each document produced, from specification and design documents to user manuals, should 

be carefully conceived according to a well defined standard. For each document, the organisation 

in charge of writing, updating, checking and supervising it must be clearly defined. A 

hierarchical layered documentation plan ha'i to be established at the beginning of the 

development project so that all produced documenti;; can be archived and effective search and 

update procedures can be implemented. 

A computer supported archiving system, implemented using industry standard minicomputers 

or workstations, running UNIX as operating system and having sufficient secondary memory, 

is necessary. Special attention should be paid to making regular and frequent back-ups and 



- 65 -

storing these on a safe and physically distant location. Each member of the development team 

should have in principal on-line access to this electronic archive. The access, change and other 

prerogatives should be carefully defined and regularly checked. 

The complexity of SPC software is so high that it is practically impossible to remove all design 

or implementation errors. In testing it is imf Jssible to simulate every conceivable situation that 

an exchange may face, and this means that the best possible approach is to provide software that 

is tested against the most frequently occurring (and known) circumstances. Then the software is 

put in the field, in a normal environment, and made to work while repairing the residual errors. 

Present experience is that in the initial phase of a system's operation, it is possible to eliminate 

more than 95% of software faults through normal testing and diagnosis procedures. 

4.4. Long working life required 

In 1976 it was assertedl8 that the software for switching systems should have a life of up to 

40 years. However, advances in technology may make a substantial reduction in this extremely 

long period. Even so, it can be expected that parts of telecommunication software will remain in 

use for at least 20 years. The life expectancy is quite exceptional compared with that of software 

for other major systems (where it does not exceed 10- 15 years). 

During the life of the switching system, the software is continually being developed and 

expanded due to 

• the introduction of new services, 

• the emergence of new requirements, in particular in respect to 

• replacement of hardware components by higher performance components 

One of the main design objectives for a modem stored program control switching system is to 

make the software future proof. Rapid advances in computer hardware technology, together with 

decreasing prices of VLSI make it necessary during the life time of an exchange to replace 

components such as memory chips and microprocessors with less expensive and more powerful 

units as they become available. Similarly, it becomes necessary and desirable to replace 

telephonic hardware with more advanced units. 

18Bjurel, 8.: "keynote address. ISS76, Kyoto 
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To be future proof, therefore, software must be as independent as possible of both the 

architecture and the hardware of the switching system, so that it can accommodate additions and 

changes to the hardware with little or no modification. Also it must be structured to pennit the 

smooth introduction of new features with minimum design effon. 

These ~ign objectives are usually achieved by applying the following structuring concepts: 

The software is built-up in a layered manner. Each layer provides a set of well-defined 

services to the next layer. The services provided by one layer define an abstract, vinual 

machine. 

Software is structured in small, almost independent modules, with simple, standard 

procedures for intercommunication. 

Functions are grouped in a way that takes advantage of the characteristics of the vinual 

machineso that the points at which the software interacts directly with hardware are 

isolated from the software that controls exchange operation; as result, a change in 

hardware can affect only a small area of software (the device handler) 

Interfaces are generic rather than specific. This makes it possible not only, for example, to 

interwork with a number of signalling systems, but also to cater today for applications th~t 

will be provided in the future by incorporating in the software all the 'hooks' that may be 

required in anticipated applications. This effectively minimises the need to modify existing 

modules when a new facility is implemented. 

4.5. Real-time operation 

SPC software implementli services for which the response times are of the utmost imponance. 

For examp!e the following maximum response time~ have to be realised by SPC software: 

for signalling activities JO ... JOO ms 

call processing activities 

person-machine 

O&M transactions 

J00 ... 1000 ms 

J ..• 3 s 

1...10 s 

Switching software hali to deal not only with each call in isolation, but with a large number of 

simultaneous activities that all require these response times. For a local exchange with 10,000 

subscribers there can be the many simultaneous activities ta.Icing place: for example, 

• 1000 calls in conversation 

• 200 calls in set up/clear phase 

• 20 Operation and Maintenance transactions 
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To meet these performance requirements. the specification language must provide facilities to 

state the temporal requirements. The programming language must suppon operations that will 

guarantee cenain temporal behaviour and the operating system must be able to schedule 

activities on the basis of their temporal requirements 19. 

SPC software has to interact intensively with dedicated hardware. and for a high degree of 

parallelism. multiprogramming and multiprocessing must be employed. The software must be 

predictable in its temporal behaviour. which implies a cenain simplicity and perspicuity of 

structure. It is performance sensitive. and so the executable code must be efficient . 

In real-timesystems more than 50% of the resources required for the development are spent on 

testing. Testability is thus an imJX>nant criterion for the selection of the system and software 

architecture. Modularity of design. and clear and well-defined interfaces are a prerequisite for a 

testable design. 

4.6. Stringent reliability and availability requirements 

Conventional systems may be stopped at cenain times without serious consequences. There may 

be regular interruptions for maintenance. or interruptions for unexpected reasons. For telephone 

exchange the requirements are totally different. Failure of a telephone exchange for a period of 

even 15 minutes is so rare that it is reponed in the newspapers and the operating company is 

questioned about the causes of the interruption. The availability standards are thus very 

stringent. 

The following availability figures are ccm standards2C> 

Unavailability : 

of the entire system 

of a subscriber line 

of an inter-exchange circuit 

for emergency calls 

< 1.5* IQ-5 

< Io-4 

< Io-4 
< 1.5* IQ-5 

19H. Kopetz: 'Chances and Issues in Sofrware Producrion in Developing Countries', UNIDO IPCT.144 (SPEC) 

20ccIIT Handbook "Economic and Technical Aspecrs of the Choice of a telephone Switching Sysrems", ITU 

publication, Geneva 
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for traffic measurements 
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< 104 
< J0-3 

< 104 
< J0-3 

< JO-:? 

To satisfy such rigorous requirements. a whole series of design arrangements are necessary: 

• hardware units must be replicated. Depending on the function of the unit. some units are 

duplicated. triplicated or even quadruplicated. 

• the functioning of the hardware and software components must be guarded so that faults 

can be detected and the faulty unit taken out of operation. 

• in dealing with unpredictable sicuations the software must not crash but must be able to 

overcome any adverse condition. possibly losing calls already in conversation. or as last 

reson vie. an automatic resumption of the entire exchange. and with or without reloading of 

the software. 

• the maintenance procedures must be defined in such a way that no interruption of normal 

service is necessary. A panial degradation of service is acceptable. but the system must be 

able to provide normal services even when the complete software of the exchange is being 

reloaded. 
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5. Prerequisites for entering the market 

Organisation 

An imponanc componenl of lhe organisation of a new supplier is lechnologicai -- lhe cools and 

compucers needed -- buc an even more imponanc componenl is skilled and trained people and 

lhe i.echnical and managemenl suucrures in which lhey can co-operace o produce high qualicy 

software. This requires lhe adoption (and often lhe developmenl) of new melhods for individual 

and group work wilh a variety of different communication modes. Software design at this level 

of complexity is capable of attracting highly motivated people and one of lhe tasks of a good 

management is to be able to stimulate creativity while monitoring progress and ensuring that 

targets are met. During lhe system design stage. creativity is imponant and can often require 

only limited management; later. responsive and sensitive management is required to conven 

lhese achievements into prorotype and products. 

If a new supplier has no experience of large-scale software development. these skills should be 

slowly and systematically built. Design is very stimulating and challenging. and management 

must understand che complexities of such system design and lhe demands it places on the 

designers. 

Prerequisite: a creative environment for skilled and motivated university educated personnel. 

providing contacl becween industry and university. and able to draw on a technological tradition. 

The organisation must have available a high degree of technological suppon in the form of 

computers and software tools. To successfully design. manufacture, mark.et and maintain a 

system is not only a matter of personnel and hardware and software resources: to a high degree 

it is also a matter of lhe optimum use of the resources during differenl phases of system's life. 

Thus an organisational culture is needed in which individuals can work cogether in an efficient 

and purposeful way. This places demands on good communication and co-ordination among 

technical personnel, and between management and technical personnel. 

There are many values of such a cullure: 

I) continuity of knowledge, continued development (even a 'finished' system is never done), 

transfer of knowledge and experience between individuals, and in documentation, and 

technical continuity in terms of work practices and work ethos: 
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2) development ofbolh the organisation and the individual. management of the development 

of creative indi\'iduals. management of production-oriented people for more group work. 

and development of work standards; 

3) encouraging responsibility: for technical challenges an<l for the market and the end-user. 

4) to be able to design individual components and integrate them into a system, and on time. 

making the best use of people with different skills in different phases of the work. 

The phases consist of the technique- and technology-oriented activities (basic development, 

system concept definition. component design, choice of methods and design aids) as well a~ 

organisation- and production-oriented activities that require individuality and team work. 

Supporting Information Technology 

The development of new equipment of this degree of complexity requires the use of 

sophisticated high-technology products that are capable of supporting design and production 

activities. 

Prerequisite: Research and development centres where feasibility studies can be made, basic 

designs proposed and evaluated, Qlld basic technologies developed (e.g. real-time distributed 

operating systems). 

These centres can be set up in co-operation with manufacturers and service providers, perhaps 

initially with staff seconded for this work but eventually able to make staff available to migrate to 

manufacturers. service providers and universities in order o transfer knowledge and technology. 

The centres must be: provided with equipment for design and analysis: e.g. workstations able to 

support both specialised software such as graphical versions of SOL as well as more standard 

packages for configuration, change and software integration management. Industry-standard 

equipment is essential, to enable each centre to draw on a wide range of internationally available 

software developed to common standard. 

For example, a small research centre for the development of different levels of switching 

systems may have a staff of 20-50 design engineers working on switching software alone, 

supported by J0-20 workstations connected by a LAN and connected in tum to external 

networks such a~ Internet through gateways. Such a centre must have tools to support software 

design activities as well as software management. Procedures must be established for 

component specification, design and testing, and subsystem and system integration and testing, 
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with version and change control enforced to keep track of development versions and to build up 

software design and implementation documentation for later use during productionisation. 

Where specialised hardware is required (e.g. for interfaces). this must be available for on-line 

use with test and monitoring software. 

Prerequisite: standardisation of development methods. concentrating on CCIIT standards. 

using SDL. CHILLand MMLas the basis for the development of tools for specification and 

implementation on industry standards development platforms (UNIX workstations. PCs. UNIX 

Servers. Ethernet LANs. graphical tools with industry standard interfaces X-Windows. and 

conformance to X-Open's XPG4 where possible). 

It must be expected that considerable eff on will be required to support such tools. and to adapt 

them to panicular requirements. This system suppon activity must be done in-house. in order to 

preserve independence from panicular manufacturers or suppliers. 

Given the extent of development that is to be undertaken. and the time scale in which it is to be 

done. all possibilities for sharing development with other organisations should be explored. For 

example. it may be possible to use software components developed in other countries involved in 

similar telecommunications system development. This is possible provided the software is 

designed to international standards such as Signalling System No.7 and developed for execution 

on a generic platform. And whether or not the development effort is shared across different 

organisations. conformance to standards is highly desirable and makes it possible for 

conformance testing to be standardised. 

Prerequisite: conformance testing facilities, including hardware and software. for shared and 

local development of software components. 

Entering the Market 

The development of SPC technology requires substantial capital investment and a long period of 

experience in the field. Because of this. the international telecommunications market tends to be 

dominated by a small number of major suppliers. Within any country, it is unusual to find more 

than one such supplier (e.g. in the UK.. market forces have resulted in the switching system 

interests of several major manufacturing companies being merged into one large company). and 

the considerable development costs involved may be panly offset by direct or indirect 

government support. 
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Prerequisite: switching system development requires a concentration of technology. If the 

technology is available but is dispersed in different organisations. realignment of these technical 

skilJs is necessary to ensure that they are concentrated in a single organisation. But this does not 

require a merger of computer and communication companies into the large information utilities 

that were predicted in the past. In the isolated instances where this direction was followed (e.g. 

IBM's acquisition of ROLM, and AT & Ts venture into computer design) it was not 

accompanied by much success. Both industries have a long tradition and very different market 

perceptions, and this makes it hard for a combined industry to preserve economic viability and 

market focus. Nevertheless, countries with a significant telecommunication industry also have a 

computer industry and developing countries have usually promoted both industries (e.g. Brazil, 

Korea, Taiwan, India). 

For historical reasons, and sometimes to provide an economic barrier, many countries have 

specific local telecommunication standardsand operating procedures and these may make it 

difficult for foreign suppliers to enter a market, thereby providing some protection to local 

suppliers. But this is of limited long term value as the major suppliers usually design their 

equipment to make it possible to accommodate local requirements (e.g. different signalling 

protocols) without requiring changes to the overall software architecture. Moreover, international 

telecommunication standards are designed to ensure that global telecommunication services can 

operate without difficulty across national barriers and local suppliers who do not conform to 

these standards will eventually be limited to a very small segment of even their local market. 

Prerequisite: Conformance to international switching standards (e.g. Signalling System No.7, 

ISDN) is important to obtain components and know-how at competitive rates and to t?l:P

advantage of world-wide design experience. 

Thus apart from the need for conformity, there are many positive reasons for loccl suppliers to 

adopt international standards: 

• they represent many decades of experience of different national agencies, 

• they provide a good starting point for the design of new equipment, and 

• they make it possible for a local supplier to enter the market by undertaking system 

integration using local equipment complemented by equipment purchased from a 

competitive international market. 

• Recent developments in switching and communication technology, and in subscriber 

equipment, are likely to have far-reaching effects on global telecommunications services 
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and it is important for local suppliers to have a sufficient degree of compatibility with 

international standards for them to participate in and make use of these new developments. 

National and international providers of telei::omrnunication services are generally required to 

purchase equipment from suppliers with proven experience, and they require a long-term 

commitment for support right through the life of an exchange ( 10-20 years). This makes it 

difficult for a new supplier to enter the market for large local and trunk exchanges and the 

associated administrative processing equipment. Moreover, the entry cost at this level is so 

sub~!antial as to be uneconomical for any supplier who does not have relatively sound 

assurances of a large local market. But there are ways in which local suppliers can enter the 

market and some of these are listed below. 

• To gain experience of the design and manufacture of telecommunications equipment, a 

new supplier can begin with the development of in-house equipment (e.g. PABX's) that 

have low capacity but which are required in large volumes and then move on to small 

exchanges. For example, Tropico of Brazil first developed small exchanges (Tropico Il 

for up to 4000 subscribers, and the largest version Tropico RA with 16000 lines) and then 

undertook the development of larger versions at the Telebras Research and Development 

Centre with the active co-operation of the Brazilian switching industry and Telebra~ 

Operating Companies. At Campinas (where there is also a well-known university), there is 

a specialised centre with 1500 highly qualified professionals, making it one cf the most 

important R&D centres in Brazil. 

• Another viable entry point is to develop exchanges for specialised requirements, e.g. rural 

branch exchanges for low capacicy use by highly dispersed subscribers using a mix of 

terrestrial and radio/satellite links. The Indian Centre for the Development ofTelematics 

(COOT) has gone on from the development and commercialisation of PABX's to rural 

remote S\\ .•ches for zonal switching centres. At tJie same time, they have an active 

programme for the development of large switches for eventual use in urban area~ 

• Experience of the very important service aspect of the telecm.mmnication industry can be 

acquired by providing software, hardware and systems support for equipment sJpplied by 

other vendors, and this can be used later to set up support operations for products of local 

manufacture. 
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Many other alternatives are possible and it may well be appropriate for a new organisation to 

undertake work on a variety of such entry-level options in order to build up a breadth of 

eAperience. 

Prerequisite: There must be an integrated framework for systematic development. starting with 

subsystems and smaller exchanges and including design, manufacture and system support. It 

must have long-term political support and be the responsibility of a high-level government 

policy- making body headed by a senior technical administrator (Technology Secretary). It must 

also be endowed with substantial funds and will require a 15 year investment horizon before any 

profits are visible. 

Education 

For the development of new SPC equipment a crucial requirement to be met is the education 

and training of manpower at different levels and with different skills. With the rapid 

developments in technology, such education must be viewed with long-range objectives so that 

trained staff are able to keep up with emerging technologies. This is p3!1.icularly important in 

telecommunications as techniques from many different fields are rapidly being integrated into 

systems in order to solve problems or to provide new kinds of services (e.g. fields as wide apart 

as image processing, database technology and process algebra, to take just three examples. can 

all be seen to have a role). 

Unfortunately, there is relativr.ly little by way of published information (either as detailed articles 

or as text books) on the actual design of SPC equipment, even if most of the basic techniques in 

use are well known. This knowledge gap makes it necessary for a new supplier to undertake 

learning exercises at different levels -- design, implementation, production, operation, support 

and maintenance -- and to plan these for staff with different skills and back~rounds. 

The first tequirement is for university level graduates with qualifications and knowledge in areas 

such as communication, telecommunication and computer science who will have the depth of 

knowledge required to understand modem SPC design techniques and the ability to contribute 

their own specialised Knowledge. People with such backgrounds have the added advantage of 

not facing 'knowledge obsolescence' in their future career. But in many cases, •'" : ·. , . •ng 

will have to be supplemented by specialised courses and followed up by subse '·' i· · • · •. ;ed 

courses. 
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Prerequmte: A wide range of educational material must be introduced into conventional tertiary 

education courses in computer science and engineering. This must be complemented by more 

specialised short and long term courses targeted at new entrants. and for retrn.ining those already 

in the industry. 

In addition. a new supplier will need people with a range of skills in design. manufacture and 

management. Their knowledge and trainingneeds can be met in different ways and a suitable 

c.hoice will depend both on the product strategy chosen and the level of available manpower. 

There is thus a role for courses at different levels: 

• General courses on telephony. SPC design. operation and maintenance to familiarise 

people with one set of specialised skills about related areas: 

• Specific courses on sta.'ldards; 

• Specialised courses on software architectures for SPC systems: 

• Advanced courses on large-scale software system design techniques. 

The training needs are therefore very large and a good plan is for training and knowledge to be 

shared on an international basis. In addition to local experts, lecturers may be sought from other 

countries for their specialised knowledge and local staff ca be sent to work at other 

establishments. For example. selected staff can work for short periods at similar establishments 

in other countries, or attend specialised training courses at internationally supported institutions. 

Prerequisite: University education including the following content: 

Telecommunication education foundations; 

Communication principles. transmission systems, principle of switching systems: 

Probability. principles of propagation; racl!o propagation; 

Addi!ional attention to PCM transmission. data transmissior., 

Satellite communication systems. digital signal processing; 

Commuuication services, private switching systems. data networks. traffic and queuing; 

Operating systems, user interfaces, real-time systems, software engineering. 

Computer science education accordmg to some standard (e.g. ACM curriculum) 
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Participation in Standardisation 

Telecommunications has a long tradition. and it has developed many specialised skills and 

branches of knowledge. The history behind some accepted knowledge or design is often very 

important and may not be evident from present descriptions. To understand cenain issues. 

involvement in their formulation is thus often necessary. and this may take place through 

informal contact. or an infom1al network of humar. resources. 

Participation in standardisation activities is a very good and ultimately an inexpensive way to 

achieve this kind of contact as standardisation meetings (e.g. ccm working groups) bring 

together regulators of services. providers of services, suppliers and people from R&D 

establishments. and help all of them to understand and formulate standards and policies. 

Similarly. participation in scientific conferences is also important as they provide a perspective 

on future developments. Other useful interactions are bilateral exchange visits with related 

organisations in other countries. 

Prerequisite: Financial and organisational support for participation in these activities. and for 

the tater dissemination of the knowledge. 

Market Support 

The initial development of national telecommunications industries has invariably been with 

market protection and a high degree of market support. There is every indication that this is still 

a necessary precondition. Development is costly. and must be accompanied by guarantees/ 

agreements about the evaluation of the product and the reservation of a segment of the market if 

it is to lead to a commercially viable industry. 

However, market protection can also have the negative effect of reducing the incentive for the 

new industry to achieve high standards and so there must also be sufficient independent 

evaluation and regulation to ensure that the technological trajectory of the industry is leading to 

clearly specified goals. This may be achieved by dividing the market into a segment serviced by 

a single national supplier and another by supplies obtained from the international market. by 

having two competing national suppliers. or by other chosen routes that lead t high product 

quality and a reliable tel!.!communications service. The choices will usually depend on the 

present level of development of the national telecommunications industry, the present level of the 

telecommunication services and the growth plan for these services. 

Prerequisite: Mcsrket regulation is almost essential unless a relatively high level of expenditure 

can be sustained for a long period. 
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Marketing, Support and Long-term Growth 

Just as there is a large and often underestimated gap between product development and 

commercial production. there is a large gap between product availability and successful market 

take-up. Part of this gap can be bridged by market protection or reservation: the other part 

requires well-organised customer support covering hardware. software and operations. and a 

phased plan for product enhancement. A potential customer requires assurances about a product 

both when it is delivered and over the life-cycle ( 10-20 years) of an exchange. 

There are many reascns why support requires particular emphasis in the telecommunications 

industry. First. telecommunication services are highly visible and widely accessed and a provider 

must therefore make a service available with a high degree of initial reliability and a well

understood phased program for future development. The provider will therefore make very 

stringent demands on suppliers for assurances of reliability and on procedures for hardware <:.nd 

software fault detection. isolation and rectification. 

Second, these systems have very large software components and these are often distributed over 

the network. making it difficult either to re-create fault scenarios or to test solutions. Thus the 

supplier must have a range of test jigs that in laboratory conditions are able to recreate network 

level problems with a high degree of verisimilitude. Software change. testing and release 

procedures must be carefully managed so that there is always incremental improvement to the 

product and the service. 

Thirdly. the operating environment is under constant change, due to the introduction of new 

products at the subscriber or network levels. because of new operating standards or conventions 

and to meet the need for new services that may not have been planned for when the exchange 

was first installed. 

Therefore. being the single source, a new supplier must expect to provide a wide range of 

support over the long prcduct life cycle and this will require a very substantial investment in 

people and skills. And it must also keev to a realistic financial plan, providing a return on the 

mvestment within 15-20 years and building up sufficient reserves to support new product 

development. 

Prerequisite: Long term finances to help develop the necessary support infrastructure. 
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6. Annex 

CCITT Communications Standards 

The technical standards reconunendations of the ccm are designed according to the letters of 

the alphabet. from Series A to Z. 

• Series A to C cover the organisation of CCITT itself. 

• D-series cover leased lines. data networks. international public telegram. telex. facsimile. 

photo transmission. maritime. transfer account. telephone and image transmission 

• 

• 

• 

• 

• 

• 

• 

• 
• 
• 
• 

E-series cover operation. routing. network management. and quality of service of fixed and 

mobile telephone and telegraph networks. and ISON 

F-series cover operation. definition. and quality of service of telegraph. mobile. telematic • 

data transmission. teleconference. and message handling and directory services 

G-series cover the general characteristics of international telephone analogue and digital 

connections and ~ircuits, carrier systems and transmission media 

H&J series cover line transmission of non-telephone signals and the transmission of 

sound programs and TV signals 

I-series cover general structure and service capabilities , network aspects and functions, 

intef"l/orking principles and maintenance of ISDN 

K&L series cover protection against interference, construction, installation and protection 

of cable and other equipment 

M-series cover the general maintenance principles of international transmission systems 

and public and leased circuits 

N-series cover maintenance of international sound and television transmission circuits 

0-series cover specification for measuring equipment 

P- series cover transmission qu'llity 

Q-series cover general telephone switching and signalling. information flows in the ISON, 

specification of signalling systems No. 4,5,6,7 and RI and R2. digital local, transit, 

combined and international exchanges in integrated digital networks and mixed analogue 

and digital networks. interworking of signalling syste~. digital access signalling systems. 

network layer and user-network management, public land mobile, application part and 

interfaces and interworking with satellite mobile systemc; 

• S-series cover telegraph transmission and terminal equipment 

• T-series cove;· terminal equipment and protocols for telematic services and conformance 

testing for teletex 

• V -series cover data communication over telephone network 
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• X-series cover data communication networks: definition of services. facilities. interfaces. 

transmission. signalling. switching. maintenance. administration, OSI-model etc 

• Z-series cover user guidelines, formal definition, static and dynamic semantics of SOL, 

criteria for using Formal Description Techniques; CHILL. MML 



Glossary 

A 
access 
accounting nate 
AID 
add~ 

analogue 

ASCD 

associated signalling 

asynchronous 

B 
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to oblain data from memory. a peripheral. or anodter system 
charge per traffic unit. which can be a unit of time or information content 
analogue/digital 
group of digits that makes up a telephone number; in software. a location that ~an be 
specifically referred to in a program 
referring to a signalling technique in which the amplitude of the carrier is varied in 
accordance with the value of the modulating signal 
American Standard Code for Infonnation Interchange; eight-bit code for representation 
of characters 

method of signalling in which a signalling link is routed in parallel with each 
transmission route between signalling points 
occurring without a regular or predictable time relation to a specified event 

8-cbannel (Basic Rate Access) 

background processing 

blocking 

bps 
broadcast 
byte 

c 
C language 
C++ 
call 
call processing 

call record 
card 
carrier signalling 

channel 
drcuit 

circuit switching 

provides access to two 64Kbps data channels as defined in C01Ts Rec. 1.420 as 28 

the automatic execution of lower priority computer programs when higher priority 
programs arc not using the system resources 
inability to interconnect two lines in a network because all possible paths between 
them arc already in use 
bits per second 
a transmission to multiple receiving locations simultaneously 
a small group of units. usually eight. that is handled as a unit 

AT &Ts high-level programming language 
AT &Ts programming language supponing object-oriented programming 
any demand to set up a connection; used as a unit of telephone traffic 
sequence of operations to be performed by a switching system from the acceptance of 
an incoming call through the final disposition of the call 
all recorded data pertaining to a single call 
the individual board that carries the necessary circuits for particular function 
any of the signalling techniques used in multichannel carrier signalling. The most 
commonly used techniques arc in-band. out-of-banrl, and separate channel signalling 
Comite Consultatief International de Telephone et de Telegraphic. An advisory 
committee to the International Communication Union whose recommendations cover 
telephony , telegraphy and data communication areas 
a transmission path between two or more points provided by a carrier 
(I ) means of two-way communication between two or more points; (2) a group of 
electrical/electronic components connected to perform a specific function 
temporary direct connection of two or more channels between two or more points in 
order to provide the user with exclusive use of a channel to exchange information. In 
circuit switching a physical path is set up between incoming and outgoing lines, in 
contrast to message or packet switching. in which no such physical path is established 

conunon c:anier an organisation in the business of providing regulated communication services 
common channel signalling system l'Umber 7 

common control 

communication 

concurrent processing 

a CCITT-specified si~nalling protocol to provide communication between intelligent 
network nodes 
automatic switching arrangement in which the control equipment necessary for rhe 
establishment of connections is shared 
transmission of intelligence between points of origin and reception, without alteration 
of the content 

the simultanwus processing of more than one program 



D 

data link layer 

ddta modulation 

de\oice driver 

E 
E&M 

EPABX 
Erlang 

Ethernet 
exchange 

F 
facsimile 
fault tolerance 
full-duplex 

G 
gateway 

I 
IDN 

ISDN 

integrity 
interface 

ISO 

K 

kernel 

L 
LAN 

load sharing 
layer 

local loop 

LU6.2 
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the logical entiry in lhe OSI model concerned wilh ttansmission of data berween 
adjacenl nerwork nodes 
melhod of representing an analogue signal in which the successive birs represenl 
increments of the signal 
a local object providing access to. or control over • a local physical resource. A device 
driver may be used lo access a number of devices. 
Dual Tone Multifrcquency Signalling: a melhod of signalling in which a matrix 
combination of two frequencies (oul of four) is used to transmit numerical address 
infonnation 

Signalling arrangement lhal uses a <iCparate palh for signalling and voice signals. The 
M lead (derived from moulh) transmirs ground or banery to lhe distanl end of lhe 
circuit. while incoming signals are perceived as eilher a grounded or open condilion 
on lhe E (derived from ear) lead. E&M is lhe traditional inband. send and receive 
signalling method that is frequently replaced by out-of-band signalling 
secPABX 
uni! of traffic inlensily. One Erlang is the intensity al which one palh would be 
continuously occupied 
a widely used local area nerwork. developed by XEROX Corporarion 
assembly of equipmenl lo control lhe connection of incoming and ourgoing lines. ll 
includes lhe necessary signalling and supervisory functions 

system for transmission of scanned images 
lhe abilily of a sysrem to operate properly even if a failure occurs 
abili1y of system to transmit simultaneously in bolh directions 

a nerwork station lhal serves to interconnecl rwo olherwise incompatible nerworks 

In1egra1ed Digital Network: network employing both digital switches and digital 
transmission 
integrated services digital network: a fully digital communications facili1y designed to 
provide transparent end-to-end transmission of voice. data. video. and srill images 
across lhe public switched telephone nelwork 
preservation of program of data for lheir intended purpose 
boundary he1ween rwo pieces of equipment across which all lhe signals 1ha1 pass are 
carefully defined 
lntemarional Organisarion for Standardisa1ion: Technical agency of the Unired 
Nations concerned with intema1ional standards 

that part of the operating sysrem which in1erconnec1S with the hardware 

Local Area Network: a system for communication over a relatively small geographic 
area 
disrribution of tasks among a number of processing unilS 
in the OSI reference model. referring to a collecrion of relaled network-processing 
functions that comprise one level of a hierarchy of funclions 
a line interconnecting a cusiomer's 1elephonc equipmenl with !he local lclephone 
company exchange 
ffiM's proprietary s1andard for transaclion processing 



M 

modular 

module 
MIP 

multiplexing 
multip~ing 

N 
network 

NFS 

NMC 

node 
nucleus 

0 
octet 
on-hook 
OSI 

OSF/Motif 

overflow 

p 
PABX 

PBX 
PCM 

protocol 
PSDN 
PSIN 

Q 
Q-Sig 

R 
redundancy 

roll-back 

s 
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sequence of characters used to convey infonnation. In data communications. messages 
are usually in agreed format with a heading. which establishes the destination. and the 
body of the message that contains the infonnation being sent 
a design technique that permits a system to be assembled from interchangeable 
components (modules) 
a hardware or software component that is discrete and identifiable 
Message Transfer Pan: necessary mechanism to ensure reliable signal transmission 
(ISON tenn, corresportfs to the first three iayers of the OSI reference model 
division of a transmission facility into two or more channels 
simultaneous application of more than one processor to the execution of a program 

a series of points connected by c;ommunication channels: a switched network is a 
network of telephone lines used for dialled telephone calls 
Network File System: a set of file transfer protocols developed by Sun Microsystems 
to suppon transfer of files over heterogeneous networks 
Network Management Centre: centre used for control of a network. May provide traffic 
analysis. call detail recording. configuration control. fault detection and maintenance 
a termination point for two or more communications link 
see kernel 

an 8-bit-hyte 
telephone set not in use 
Open Systems Interconnection: the reference model of OSI is a logical structure for 
network operations. It consist of a seven-layer network architecture for the definition 
of standardised network protocols 
a standard for how UNIX applications should appear on screen in tenns of icons. 
windows etc. 
excess traffic that is offered to another. alternate. route 

Private Automatic Branch Exchange: Dial telephone exchange that provides private 
telephone service to an organisation while allowing users access to both private and 
public switches outside the organisation. The tenns PBX. EPABX and PABX are 
used interchangeably 
see PABX 
Pulse Code Modulation: a technique to conven an analogue signal ir.to a digital 
bitstream for transmission. It involves sampling of analogue signal at reguhr intervals 
and coding the measured amplitude value into a series of binary values 
a set of strict procedures required to establish. maintain, and control communications 
Public Switched Data Network 
Public Switched Telephone Network 

a digital signalling standard based on CCITT Rec. Q.931 to allow private and pubhc 
signall:ng systems for voice and data networks to co-operate 

provision of duplicate. back-up equipment to immediately take over the function of 
equipment thal fails 
equipmenl in a common control exchange that receives address information in the form 
of dialled pulses of DTFM signals and stores it for possible conversion or 
transmission 
any means available lo system users. including computational power. programs, slorage 
capacity or communication means 
a programm~ return to a prior checkpoint 



signal 
sign.alling 

soun:ecode 
subscriber line 
synchronous 

trunk 
twisted pair 
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a physical. time dependent energy value used for lhe purpose of conveying information 
process by which a caller or equipment at the transmiuing end informs the receiving 
end that a message is to be communicated 
a program usually written in a high-level language 
telephone line connecting the exchange to lhe subscriber's station 
having a constant time interval between successive bits. characters etc. 

the published rate for the use of specific unit of equipment or service 

any process that permits the passage of information from lhe sender to one or more 
receivers 
transmission path used to interconnect exchanges 
two insulated wires twisted together 



INDEX 

.JESS 3) 
Accountinh ~anahement 7 
additional services 23 
Alcatel 63 
allocation 42 
Application prof.rams 23 
archi\·inf. s\·stem 64 
a\·ailabilit'\· figure:s 67 

bill inh ':>3 
Billing Centre )1 
billinh svstem )4 
BORSCHT 36 
Brazil 4: 72: 73 
c 52: 63 
C++ ':>2 
Cll ll 
Cl 11 
Cailho 11 
call handl i Of, 34 
call processing 39: 66 
call record 35 
call routinF, 40 
CAP 48 
CCITT R'l ll 
CCITT Sif,nallinf, Svstem ~umber 7 12 
CDOT 73 
centralised and monolithic 

architecture 31 
CEPT-Ll 11 
charhinf. data 43 
CHILL 21: 63: 71 
CODEC 36 
common channel sif,nall inf, 
common channel signallinF, 
common channel sif,nall inf, 
common control 14: 15 
common database ·~4 

Common SignallinF, Channels 
communication protocol 10 
communication sen·ices 10 
complexitv of SPC softt.:are 
Computer Aided Planning 48 
conference call 39 
configuration 16 

13 
channel 13 
svstem 12 

32 

')8 

- 84 -

Contihuration control 42 
Configuration :ianaf.ement 7 
conformance testinf. 71 
com·ersion ); q 

CR 40 
DDI 11 
DECnet ':>2 
delta modulation_ q 
den:lopment oq;anisation 61 
de\•ice handler !aver 37 
dialogue languahe 45 
Digital Subscriber Sihnalling 11 
distributed control 33 
DSS 11 
DTF:·t 36 
DT!iF 10: 2 ') 
Dual Tone ~ulti-Frequencv 10 
EEL-1 11 
ESS 2 
ESS ') 63 
exchanf,e architecture 33 
Fault :ianagement 7 
fault-tolerance 57 
file management 25 
finite state machine 20: 21: 37 
rs:1 21 
FTA!·I ':>2 
future proof 66 
f,eneric interface 38 
generic package 15 
global operating svstem 25 
Global process management 77 
HP900J )2 
l/O de,·ice manaF,ement 25 
1/0 svstem 28 
IHC process 39 
incoming half-call 39 
Ind i a 4 : (, 3 : 72 
Ingres database 52 
integritv of databases 29 
inter-process communication 2) 
Internet 52 
interrupt handling 25 
I SD~ 5: 11 : 12: 33: 41 



ISD~ subscriber lines 13 
ITT 1200 35 
ITT 1240 23 
kernel 23: 26: 31: 37 
kernel processes 26 
Korea 63: 72 
laver 66 
laver interface 20 
lavers 20 
Line Test and Subscriber Sen·ice 

Centre 51 
local 13 
local operating sYstem 25 
Local process management 27 
Ll" 6.2 52 
!iaintenance 48 
maintenance softlo."are 44 
maintenance activities 16 
~aintenance svstem SO 
man-machine dialogue 4S 
:·Ian-Machine Language 45: 63 
management: stvle 61 
management svstem 17 
marker 35: 36: 41 
maximum response times 66 
memor:'-· management 2S 
message 21: 30 
messag~ transfer part 12 
!1:1L 45; 63: 71 
module 22; 63; 66 
:1TP 12 
multi-part"· 39 
~etlo."ork design and capacitv planning 

7 
network element 17: 48 
netlo."ork element.s 18 
network management 18 
~etwork Management Centre 18: Sl 
network management functions 17 
network planning 47 
~FS 52 
~MC 18 
NIT 63 
number analvsis 34 
0&!1 66 
OHC 40 
OMC 18 
Open Svstems Interconnection 11 

- 85 -

operating svstem 23: 24: 39: 43: 4&: 
52: 63: 64: 67: 70: 7S 

operating svstem 63 
operation and maintenance acti'l.·ities lS 
Operation and !iaintenance Centre Sl 
Operation and ~aintenance Centres 18 
operation soft•are 23 
Organisation 69 
organisational culture 69 
osr /Motif 52 
OSI 19: S2 
outgoing circuit 34 
outgoing half-call process 40 
package 21 
packet slo."itch 33 
PCM 9 : 13 : 7 5 
Performance Management 7 
Performance measurement 42 
periodic scheduling 27 
peripheral circuits 14 
peripheral control units 14 
person-machine 66 
persun-machine interaction 32 
Person-Machine interfac2 42 
personnel 69 
PHA.'iOS 52 
P!-11 44 
pools of memory 30 
process 20: 21: 24: 25: 27 
process management 2S; 27 
processing unit 22 
program 21 
programminh language 19: 21: 55; 63 
programming languages 57 
public telephonv svstems 5 
pulse code modulation 9 
pulse metering 40 
push button 9 
queues 31 
R2 37 
real-time 2~: 65: 69: /S 
real-time constraints 6S 
real-time uperating svstem 65 
Real-time software 6S 
real-time, fault-tolerant operating 

svstem 33 
reconfiguration 24 
recoverv processes 37 



roll-back mechanism 29 
roll-fonoard mechanism 29 
rotarv dial 9 
routing 34 
scheduling 2S 
SDL 62; 71 
SDL/GR 62 
SDL/PR 62 
Securitv Management 7 
Ser\'ice Order Centre 51 
Siemens 63 
signal 21 
signal conversion 6 
signalling 5; 6: 10: 37: 66 
signalling laver 37 
signal~ing svstem 66 
Signalling Svstem ~o. 7 12 
Signalling Svstem ~o.7 71: 72 
SLIC 36 
S'.'\A 52 
software architecture 33; 53 
software engineering techniques 64 
Software risks 56 
solicitation 21 
SPC 2: 56 
Specification and Design Language 62 
SQL 19: 52 
signalling function 38 
standardisation 76 
subscriber interface 14 
subscriber line interface 36 
Supporting Information Technology 70 
switching 5: 6: 13 
switching activities 15 
switching matrix 14: 15: 35 
switching network 34 
Svstem 12 3 
svstem integrity 25; 28; 43 
svstem manager. 25 
Svstem No. 7 13 
Svstem X 3 
tasks 20 
telecommunication 5 
telecou:munication staudards 12 
telephonic support 23; 35 
telephony application 23 
test organisation 61 
time and charges 41 

- 86 -

time services 25: 27 
time-critical 24 
traffic measurements 43 
training 61: 75 
transaction 35 
transmission 5· 6: 13 
Transmission Test Centre 51 
Tropico 73 
trunks 13 
ttelephon:'-· de\·ices 32 
TrP 13 
L~IX 52: 63: 64: 71 
CP 12 
user interface 6: 9 
user parts 12 
validitv checks 29 
virtual machine 66 
volumes of data 59 
workstation 64 
X-Open' 71 
x-•:indows 52 
X/Open 52 
XPG3 52 
XPG4 71 


