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INTRODUCTION - BASIC PURPOSE AND SCOPE OF THE (P LTAD PROJECT

This repcrt reviews the main technical features and results of the

UNLITAD prcject. it was prepared ai ihe reques’. of a group of
national exverts ~onvened by UNIDO in June 1981 to evaluate and orientate
the UNITAD project. Originally the project was financed by a group of
donor countries. In 1981 the project operated as a UNIDO -roject with

the financial support of the Department of Internmational Economic and
Social Affairs of the United Nations Secretariat and with UNCTAD co-
operation. Using the UNITAD model or systems cf models as an anzlytical
tool, the project explores the potential long-term impact of different
development strategies on the world economy, especially in the area of
industrialization, trade and growth. In general the project was

designed to contribute to an understanding of the structural trarsformation
necessary between the Nerth and South as well as within the dome:*ic
sectors of the developed and developing countries in order to attain a

more equitable system of international econom.c relaticns.

The broad development framework used to explore tue world economy
follows the General Assembly resolutions and plans of action, in particular
that of the New International Economic Order, and the guidelines provided
by the UNIDO Second and Third General Conferences {Lima, 1975, and New
Delhi, 1980), and by the Fifth UNCTAD Conference (Manila, 1979).

Due to the changes that have occurred in recent years, a new world
model is necessary because of the need for new apprcaches and solutioms.
For instance, the e is now a widely shared realization that
industrialization in developing countries cannot expand indefinitely
on the basis of the growth of their export markets in the more advanced
economies, which seem to have entered into a long period of stagnation,
This realization has given new importance to the development of policies
of collective self-reliance. The implications of incrcased economic
co-operation among developing counctries have remained iargely unexplored.l/
This is due in part, at least, to the limited capability of existing
global models:g/little evidence i3 available of the real prospects and
limitations of policies aimed at sulstantially changing world industrial

horizons or the direction and etructure of world trade. Hence, a

1/ A.L. Goedz: '"Beyond the Slogans of South-South Co-operation", Vorld
Development, Vol.9, No.6, June 1981.

2/ As a major exception, one:should quote the evaluation cf tha IINITAR
Project on the Future (''Technology, Domestic Distributisn and North
South Relations'", UNITAR, New VYork, August 1981).
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quantitative approach to these questions entails the elaboration of new

tools and appropriate formalization.

In the past, there has beea little attempt, at least in existing

models, to examine the relative importance of the interactions of policies

and decisions concerning the 'external sector" (trade, capital flows, aid,

etc.) on the one hand, znd those concerning the "domestic sector'" on the ‘
other. Admittedly, the theory in this area is still lagging behind. In

reality, however, the external and the domestic sectors interact ver .
closely. Restricting the analysis to the functioning of only one of the

two would be misleading. The UNITAD projeci was, therefore, necessary to

provide for an examination of the relative efficacy of domestic versus intey-

national policies in attaining given development targets.

The scope of the model has been broadened in order to take into accouat
some of the crucial long-term aspects of development. The failure of trad-
itional development poli.ies, the poor perfomance of most developing
countries, and the persistence and increase of most forms of poverty, have led
both development theory and modellirg to focus on a wide number of issues.l/
Among these issues are: the relationship between income distribution and
growth; the mobilization of productive resources such as iabour, land and
knowledge (which are too often grossly underutilized); and the balianced
growth of the ecoromy (with agricilture and industry reinforcing one another
through the progressive expansion of their absorptive capacity). The importance
of such issues is reflected in the text of the Internationai Development

Strategy for the Third United Nations Development Decade.g/

Although there has r~cently been wide use of the concept of appropriate
technology, the real scope for its application and the implications for
trade, growth and overall development has seldom been explored systematically
by means of global models, In these cases too, new concepts, approaches
and information need to be developed if this important aspect of development .

policies is to be analyzed thoroughly.

1/ For relativeliy receni reviews of global models, see S. Cole, Global Models

~ and the International Economic Order, (Pergamon Press, 1977) and J. Richards,
"Global Modeiling”, Futures, Vol.10, Nc.5, October 1978.  See also S.
Gupta ~t.al., ...

‘2/‘A/35/464, Annex : " ‘ oo i o




To explore these broad issues even tentatively, a semi-aggregated
world and economy-wide model guaranteeing the consistency of all aggregates
is necessary. The model specification should explicitly include those

variables representing the new issues of concern as well as flexibility for

considering the old issues in a novel way.

The efforts in this direction are described briefly in part I. Even
though the structure could be further refined and some of the initial
estimates improved, the model itself has reached a r-asonable degree of
compieteness and can now be used for simulation purposes. The results
obtained with the model, as it now stands, provide some interesting
insights into prospects for industrialization, trade and potential growth

over the next two decades.

Part II contains a new description of the '"Core" of the model, i.e.,
the trade and the technology subsystems. It includes a brief mention of
the theoretical basis of the trade treatment which is meant to capture the
effect of major policy options such as South-South co-operation, increased
protection, and trade flows emerging from a different world equilibri--
with new industrial structures. On the technology side, the major choices
made by the model builders are described. In toth subsystems, all specifi-

cations retained 3i. rv= -quations of fhe model are given for the first time.

Part 111 gives & cemple of overali results derived from two scenarios
which explore the possibie effect on the world economy of policies embodied
in the Incernational Development Strategy for the Third Development Decade
(1980-90). Important policy implications are derived in the field of

agriculture, energy and South-South co-operation.

Part IV suggests orientations for furtber work, taking into account
the recommendations of a forum of international experts convened by UNIDO

in 1981 to evéluate and review the project.

A series:of annexes complete the technical description of the model.
Annex I gives:a summary analytical expression of regional models as well
as the classifications used; annex 2 gives the flow charts which describe
how the diffeﬁent subsystems operate; annexes 3 and 4 inciude a
description of the agiiculture and consumption subsystems respectively,

which were pnblished in the 1980 report; and annex 5 includes some results

of the sensitivity dnalysis of the model.




PART T: OVERALL VIEW OF THE SYSTEM

A, Some general features >f the model

This section illustrates some basic choices regarding the structure
of the model vwhich were thought appropriate to capture the policy issues
spelled out in the intrciuction while keeping ihe econometric estimation
and computer work within manageable limits.

A first issue relates to the Bize of the systex and its geographical
disaggregation. From the outset, the eponsoring.agencies of the project
made it clear that the model should provide a bird's-eye view of the world
system vhile remaining of a manageable size from a numerical and bheuristic
point of view. At the same time, despite its global scope. the model was
required to display the minimum degree of detail pecessary for identifying
and dealing with the policy iesues, and the associated variables, towards
vhich the system is geared.

The eystem includes a set of eleven regional models, of which five for
developed and six for developing countriesl( A major feature of the model
is the basis of the disaggregation, which is by and large geographical
vicinity. It should be noted, in this connexion, that in many cae«s,
neighbouring countries have comparable economic structures and, to a
large extent similar institutional and social ccnditions, hence, the
geograrhical approach overlaps with other approaches. Geographical
vicinity wvas used as a criteria essentially in order to provide a
framework for the sizulation of economic co-operation among neighbouring
countries. In this reepect the UNITAD system differs from other world
models in which countries are grouped according to per capita GDP level,
i.e. a structure implying a specific linkage to the world system, more
apt to picture Korth-South 1han South-South relation ?.

The eystem is highly interactive, in that the growvth of each region
reacts on the system as a whole and, conversely, ia influenced by other
regions, Accordingly, the eleven regional modeles are interconnected

1/ The folloving division of countries and regions is used: North America,
Western Europe, Centrally Planned Economies »f Europe (CPE, Europe),
Japan, Other Developed, Latin America, Tropical Africa, North Africa
and West Asia, South Asia, East and South-East Asia, Centrally Planned
Asia (CPE, Asia) (see annex 2).

g/ Attempte are sometimes made to cwmbine conomic and geographical criteria
(as, for example, in the World Bank model). A smolution cf this type might
eventually be worked out for the UNITAD system, so as to introduce results
by broad categories of countries within regions, e.g. oil-exporting versus
oil-importing countries. | ‘
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through a Trade Module and a Financial Flows Module. The former includes
seven bilateral trade mstrices, ea~n of which corresponds to a specific
traded commodity group, and a pool of services. All traded goode and
services are subdivided exhaustively in the following categories:
agricultural products, other raw meierials, energy, intermediate products,
consumer non-durables, .quipment goods, consumer durables and services
(see annex 5 for a precise deezription of the various groupe). The
Firannial Flows Module includes four tools of financial resources:

official development assistance {ODA), non-concessional capital flows
(including direct private investment), interest paymente (including
repatriation of profits) and migrants' remittances. Each regional model
generates the import requirements as well as, vhere applicable, the
outflows of ODA, capital movements, migrants' remittances and interest
payments wvhich are associated with the pattern of grovth simulated in

each region. These data are fed into the Trade and Financial Flows
Hodules which compute for each region the export vectore as well as the
inflows of ODA, capital, interest ar remittances. The Trade and Financial
Flows Modules (and a few other related variables) as well as the price
system define therefore the world trade and financial s:ructure. Modifications
in their valuees make it possible to investigate the effects of the international
envirorment on the growth pntential of each region. Ae mentioned earlier,
sszumptions of world trace and financial structures can be combined with
other assumptions of regional growth patterns for the purpose of comparing
tiia relative e’ ficacy of these two broad fumilies of policies in attaining
given targets.

Any model's specification is influenced by its purpose, data availability
and existing methodologies. Among growth models, the main distinction which
is usually drawn is that between demand and supply 4riven models. The latter
explain grovth moatly in terms of the existing stock of factors of preduction
and are general.y better suited fcr longer-term analysi . especially in the
case of dev.loping economies suffering from severe supply corstraints and
market rigidities. Demand-driven models, those, for instance, belunging
to the Keynceian family, are more apt to explain the short or sedium-term
fluctuations of economies with significant idle capacity and few supply
constrainte. Although comhining aspects of voth approaches, each UNITAD
regional model can be featnred as a supply-constrained model in the sense
that the stock of factors of production (4including those transferred from
abroad) does limit the growih potential of the economy. The Input/Output
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core of each regional model, on the other 'and, introdaces explicitly the
structure of final demand by eight seciors, so that shifts in tne compositior
of final demand (because, for instance, of changes in consumerpreferences, or
in technology, or in export deaand) will relesse cr commit part of the
productive resources and allsw the economy to achieve a higher or lower

GNP. Hence, it can be said that, for a given stcck of production factors,
the structue of demand hae an influence not only on the composi*ion of
output but also on its level.

Another choice to be made, which was heavily influenced by the time
horizon of the model (i.e. from 1980 to 1990 and 2000), was that between
eimulation and forecasting. The distinction between these two categories
is often a matter of degree rather than of kind. However, two main features
differentiate them, i.e. the degree of openess of the system and the
inte.pretation of the results. Forecasting modeles generally have a limited
number of exogenous variables (which are under the control of the policy-maker
or belcng to the external environment), and a dominant endogenous structure
made up of systems of econometric equations with coefficients implicitly
embodying past and current econamic structures. Any forecast based on
such models is made on the assumption that the parameters of the underlyirg
economic structures will assume their trend values as revealed by the
estimation period. The results of the model can then be interpreted as
tl.e expected future (a f orecast) under the strong hypothesis of structural
stability. Besides the futility of any attempt to forecastthe long-term
future, the rigidity of the parametric structures of such model!s does not
make it possible to simulate or to generate, for instance, new industrial
structuree, consumption patterns and institutional changes which would
sharply differ from observed trends. Civen the policy orientation of the
rroject, preference was therefore given to the creation of simulation
models, which are less cCeterministic, and in which a greater number of
exogenous variables permits an analysis of the effects of structural
and institutional changes. Tor example, a simulation of economic co-operation
among developing countries (ECDC) requires the trade shares of developing
countries to assume certain values, while the simulation of aprropriate
technology requires the technical coefficients to deviate from eristing
trends.

Accommodating such structural changes cap make it more difficult to
manipulate the model; these problems can be overcome, however, through the
belp of information given by externsl dats, relationships or even partial
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models outside the main system, to rroject the range of the sxogenous variables,
as well as by an aprropriate sensitivity analysis. Obviously, the results of
any such simulation should be interpreted as conditional projections. Thcy
indicate only the direction and the magnituie of change subject to tha
rrojected values of exogenous values, i.e. with a margin of uncertainty

which is imposed by the long-term horizon.

A related problem is the choice between a model which would reproduce
the year-to-year evolution of the world economic sy:‘em with all the.
interactions of real, monetary and financial variables, and a mcdel which
wvould yield a range of consistent structural targets for a final year and,
verhaps, a few intermediate years. It is clear that policy-makers should
id:-ally dispose both of a vision of long-termm structural changes and of a
develoment path indicating how to attain such targets. However, it is
well known that it is most difficult, if at all possible, to combine the
two approaches in one and the same model. Indeed, forecasting models
which allow for limited structural modifications of the economic system
are normally capable of indicating = development path for the next few
Years, but even so tiey should be used with caution in a situation where
institutional or structural changes are taking place. This caution is
dictated by the considerable uncertainty likely to prevail during the
"maturation period” of such changes. For instance, it may take anything
from five to ten years for the economy to adjust to the establishme * of
& new economic grouping. FPast behaviour relations can hardly be used to
forecast the dynamics of such a process.

These considerations call therefore for a true "long-term" model which
would picture the direction of change and attempt to describe the economic
sy stem beyond the maturation period, thus skipping intermediate fluctuations.
Accordingly, the UNITAD system does not provide year to year solutions and
computes directly the resulis for the target years 199C and 2000. Intermediate
results for five-year intervals could be introduced if deemed necessary. For
the periods included between two benchmark years the model assumes that
atock variables grow according tu a flexible exogenous time path (arithmetic,
exponential, e*.c.). From a formal point of view, the model may be consiered
predominantly static. The opposition between static and dynamic, however,
can be misleading in such a context. What is more dynamic, s model based
on an assumption of rigid economic structures, or a model generating new
structures and simulating the impact of institutional changes?

A final choice was that batween a "gap" and a "general equilibrium”
type of model. Should the model be designed so as to achieve automatically
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equilibrium on the commodity and factor markets, domestically and
internationally, through tbhe operation of market clearing prices? Or
should the model drav the aittention of the policy-maker to the potential
disequilibria (or "gaps") that tie world economy might face in the next
ten or twenty years? A choice of the first type would imply an assumption
of perfect competition and transparency can all markets as well as observed
conditions of quasi~equilibrivw on the same markets. Prices, in such a
contert, would represent indicators of relative scarcities providing rational
signals for policy decisions and resource allocation. The assumption of
perfect competition, however, strongly contrasts with the observed situation
on several markets vhere monopoly, lonc;pson", oligopoly, cartelir=tion,
regulation and semi-feudal conditions are frequent. FPhenomena such as
unemployment, underutilization of land and capital, let alone large
payments deficits and inflation, are eloquent symptoms of structural
disequilibria and economic disorder; similarly, the price behaviour of
several comasoditiee and/or factors reveale, on closer scrutiny, the strong
influence of existing power relations. Furthermore, even if conditions of
perfect competition actually existed, a last methodological query, rarely
addressed in the description of models, should be raised, i.e. the aggregation
problem: for example, to waat extent can "prices” or large baskets ol
commodities in a semi-sggregated model be treated as prices of a micro-
economic nature, disregarding the changes in the composition of the basket?

Unfortunately howvever, despite some recent interesting contributional{
a generally accepted disequilibrium theoxy does not yet cxist. The decision
was therefore taken to design the system €0 as to ensure equilibrium on tlhe
commodity markets, while generating gap: or the investient-savings side, on
the tradz side and on thre labour and land markets. T.ue first two gaps are
equalized by the solution procedure s> that, if the growth rate of a vegiorn
is fixed as a target, the model generates three main gaps: investment-savings
gap (equal ex post t> the balance of current peyments); labour gap and land
gaps. If, on the other hand, one of the gaps is fixed as a target, the model
generates the growth rate and the other two gaps.

Prices in such a context play bty neceseity a different role from that
in a context of general equilibriu. While the price indices of labour and
capital, excgenously assumed, cetermine the inflation rate, final demand prices
are generated through the lLeontief relaticn and should therefore be interpreted

1/ See 1} .C. Korliras: "Disequilibrium theories and their policy implications:
Towards s synthetic disequilibrium approach”, Kyklos, Vol.23, 1960, Fasc.3,
Pp.449-474, and bty the same author: "A disequilibr.um macroeconomic model",

Journal of Economics, Pebruary 1975, pp.56~80.

S' '« also alinvaud: nt reconsidered, Cambridge

University Press, 1976, and Profitabilit Cambridge
‘Urivereity ‘Preu: 1980: Zrofltability and unesploywent, uner 1 nt, Lambridge
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as cosis. However, the export prices of sgriculturs] prodocts. raw material

and energy include, besides the cost-comronent, an exogenously given price
differential reflecting market tensions. Relative prices influence household
decisinns concerning the allocation of consumption expenditure among cifferent
categories of gcods and services. Similarly, the ratioc between import and

domestic prices contributee to regulate izport leveis,

B, A brief review of regional models and tne linkage system

1. Regional models and domestic policy issues

Four different specifications of regional models have been built for
Market Leveloring Regions, Market Developed Regions, the “uropean Centrally
Planned Economies (CPE,Europe), and the Asian Centrally Flanned Economies
(CPE, Aeia), respectively. The four types of models, however, have several
common features, besides adopting tu : very large extent the same production,
consumption and trade treakdown. The specific featurer of the two rodels
for Centrally Plaenned Economies will be reported in the next section.

No attezpt will te made here to describe the 7,000 equations of the
qysteml{ though reference will be made in footnotec to relevant methodologiceal
papers. The consideratbtle work of econometric estimation performed will not
be alluded togz However, bearing in mind the research objectives mentioned
earlier, it mey be relevant to list briefly the main policy issues addressed
by regional models, with a few explanations of their potential uses in the

investigation of such issues.

1/ A summary analytical exrression and a series of flow charts are shown ir
anmexes 1 and 2. A series of flow charts and the complete vystem of
equations are available in the paper "The UNITAD Model: Main Methodological
Features" (UNIDO/IS.22), May 19el.

2/ The originality of the UNITAD system lies indeed in the fact that the
team had access to large data banks of the United Nations agencies

. ard a generous allocation of computer time. Thus, a systematic attewpt
was made to measure the effect of structural and institutional changes
on the basis of pooled cross-eection data and time series. The
productior. subsystem wae based on a series of 49 origiral I1/0 tables
(UNIDO), and Enterprises Surveys for 28 runufacturing sectors in the
Unitcd Nations, Yearbook of Industrial Statistics (UNSO and UNIDO);
the agricultural production functions were derived from FAC samples

of Farm Management Surveys covering 18 countries; the trade equations
vere derived from original country tapes (full coverage) from 1963 to
1975 (UNSO); the consumption equatione were -omputed on the basis of
tue United Nations, Yearbook of National Accounts Statistics and an
110 Collection of Household Surveyes covering 12 large develcping
countries, etc.. For detailed explanations, see part II and annexes

3 to 4.
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On the production side, every effort has been made to interrelate
techriology choices with other variables (emplqynent, investmert requiremernt,
ssvirgs, ard main economic equilibria). This can be done by using the
coef{ficients of the Input/Cutput cores and productivity functions at a
relatively dissggregated level (8 sections for the Input/Output core and
12 for productivity functions). Thus, & broad variety of concepts of
"sppropriate" technologies can be refiected in the model (see par: 1I, B
on the {technology sub—qysten). )

Energy, further disaggregated into two primary sources and two <
processing sub-sectors, is one of the key policy sectors. The system can
generate energy balances at the regional and world levels, with all relaced
effects on trade and payments balances. If required, energy can be treated
as a supply-constrained =ector.

Agricultural production in developing countrie: has been pictured as
taking place in farms of different size, i.e. small, medium and large. The
distinction is impertant since it has been observedl/ throughout the
developing world that farms of different size adopt widely diverse
technologies, land and labour use patterns aud cropping intensities
which determine, accordingly, differert yields per unit of land. The
introduction of farms of different =izes therefore makes it possible to
test the poussible effects of l1ind redistribution pclicies on farm-output
growth, labour absorption and income distribution. Investment in agriculture
includes the capital expenditure required fnr land extension and increased
cropping intensity (see annex 2 on the agricultural sub—system).

Households allocate their income between savings and eight consumption
categories (traditionally used in national accounts statistics, i.e. food,
clothing, rent, furniture, health, transport, education and miscellaneous).

Note that for the develoring regions the household sector is broken down into

rural and urban, with rural households showing higher marginal propensity to

save and coneumption baskets different from those of their urban ccunterparte. -
In this way tre effects of exogenous changes in the rural-urban income

distritution can be assessed in the syetem (see annex 4 on the consumption .
aub—system).

l/ See for instance R.A. Berry and W.R., Cline: Agrarian Structure and
Productivity in Developing Countries, Johne Hopkiqs University Press,
1979. See also ILO: Poverty and Landlessnegs in Rural Aeia, Geneva,
1977.
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Goverreent alloc2tes its dirnosadie incomwe beiween Favings and current
consumption in administration, Gefense, health and educatien. Again, by
changing the exogenous structure of government consumption, it ie poegible
to reckon the effects of alternative govermmert expenditure patterns in
terms of overall growth and standard of living.

Import reguirements have received an elaborate treatment (see part II, A ,
on the trade sub—system). For each regional model, imports of eight groups
of goods and services are computed on the basis of econametrically estimated
import functions. The main arguments of the latter are an activity variatle
(gererally the domestic produciion of one or more indusirial esectors), the
ratio of domestic versus import prices, and iwo rolicy variables, i.e. the
level of protection (tariff and non-tariff) and the average domestic market
cize, i.e. and indicalor measuring the degree of econamic co-operation among
neighbouring countries and/or the effect of the eniargement of the domestic
market. The activity veriable is expected to measure complementary imports,
vhile the cther thrve tend to decrease import dependence through import
substitution. In particular, the domestic market size is instrumental in
determining the level of importe and, via the input-output framework, in
apportioning final demand between domestic supply and imports. This spurs
the growth of the basic products and of the carital good sectors in those
regions with a large industrial base and introduces a means of measuring
the long term impact of economic groupings or income distribution policiesl(

Labour and land gaps are computed for each region by subtracting an
erdogenously determined demand from the respective supply given by sub-
models. For developing countries, the labour gap is obtained separately
fer urban and rural populatione, eso that the full impact of policy choices
geverning the industry-azgriculture technology and interrelations can be

expressed by ihe model.

2. The syetem as a vhole and international policy issues

Thr-e families of inicrnational issues, i.e. prices, trade and finance

respectively, are embodied in the syste 2.

1/ The market size, as distinct from plant size, wvas underlined as an important
externality in the pre-war period by Allyn Young, and more recently analysed
by F.B. Rayment in a parer on "Intra-industry specialization and the foreign
trade of industrial countriee” to be published in a collection of essayse in
honour of C.T, Saunders. See bibliograrhy of part II, A.

2/ See summary analytical expreseion (annex 1) and flow charts (annex 2),
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An international price system can be superimposed on endogencus regionail
price-costs to simulate a world scarcity of eny of the seven commodity groups,
wvhether ac a result of natural supply constraints (e.g. on the oil and gas
market) or of a monopolistic or oligopolistic behaviour of a group of regions
(e.g. sorhisticated equipment as suggeeted ty the product-cycle theory). As
was already observed, the model can trace the effects of such scarcities on
the allocation of resources at the world level, but the price increase itself
is not generated ty the model and must be derived from outside scurces.

On the trade side, any change in import requirements of a specific region
influences the exports of all other regions of any specific commodity, through
the trade share matrices. AS was already seen, such regional changes can
result from import substitution effects, which in turn can be endogencusly
generated by the growth process or result from a deliberate policy embedded
in the p: zmeters governing intra-regional trade or protection level. Another
important group of parameters are the trade shares themselves which can be
changed to simulate policies or economic processes. Policy changes are
deemed to reflect decisions made by a grour of countries affecting the
regional level (e.g. CMEA decisions for the group of centrally rlanned
economy countries, Europe, or the EEC for Western Europe). Economic processes
can simulate the effects of export-push pclicies such as those observed in
Japan or in East Asia; to that effect, a grevitational model was estimated
on observed data, so as to provide (outeide the system) values of trade shares
resulting fram growth assumptions (see on this point section III A on the
gravitational model).

Finally, assumptions of ODA, migrarnts' remittances, internationsl
banking facilities, interest rates and maturity of loans influence directly
the payments and basic balances of every region. Moreover, the current
payments gap affects the volume equilibria via the equality between the
current payments gap and the investment-savings gap. It should, however,
be observed that the financial structure of the system has been deliberately
kept rudimentaxry and is not meant to determine relisble levels of financial
variables, It should, nevertheless, convey an idea of the implications of

changes in the institutional financing system for the world economy.
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-, Centrally Planned Econamies, Europe

The regional model for Centrally Planned Economies, Europe (CPE, Europe),
like the other regional models, is built around an input-output core for the
reg. on, but specific features of the economic system of the region are also
introduced.

A first difference ia that all aggregates are expressed in the
Material Product Conceptl/(HPS) of national income and product; this can be
justified not only on account of the available statistical data in national
sources, but also in order to simulate in the model planning decisions
exyressed in the same concertual framework, (e.g. a growth target in terms
of material product).

Equations in value terms are restricted to those linking the region
to the world economy. Thie is a recognition of the fact that the growth of
Centrally Planned Economies is determined to a large extent by relations
exrressed in real terms and that the financial flows and price changes
influence the economy to a much smaller extent than market economies.
However, material activities, in the model, are financed mainly through
sales on the market, which are influenced bty prices; non-material activities
are financed mainly via state budget (the observed value of non-material
services purchased by households amounts to about % of total expenditure
of households).

Another feature which tries to simulate the regulation of Centrally
Planned Economies is that full employment is automatically assured. This

implies an original treatment of technology in the model. In the non-agricultura.

non-services material sectors full employment is achieved through ale-off
(computed by the model) between new technology, reflecting de -tal/
labour ratios, and old technology which is more labour-intene. 1le rate

of withdrawal of 0ld technology is endogenouely determined in tine model as

a compromise between decisions to i1ntroduce modern technology with a rriority
ranking of sectors, and the need to achieve full employment. As a consequence
the average labour productivity determined by the model lies between the lower

1/ The number of sectors used in the model is the same as for the other regionms,
except for the split of the services sector into two: material and non-
material services. The sector frontiers, however, differ slightly (especially
the capital goods sector) to fit data available in nationalpublicatione (see
classifications in annex 1).
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and higher limiis sel by ihe old technoiogy and ine new technology camponents
rQSpectively;( The productivity eguatior of the former (old technology) is
restricted to 8 trend of neutral technical progress, on the assumption that

the equipment is more efficiently utilized at the end of the projection

period that at tr» beginning. For the latter (new technology), the productivity
is a "Co*b-lPouglas" function, with neutral technical progress and capital/labour
ratio as explanatory variables.

The model is designed to trace ur the izpact on the regiona] economy
(;ncluding trade gap) of an array of decisions, as taken at the central level,
on the fcllowing issues:

(i) a selected growth rate of the Gross Material Product (GMF)
over the medium-term period;

(ii} employment figuree in agriculture, material and non-material
services {but sectoral employment in other sectors is
endogenocusly determined);

(iii) desired technology (ies) (capital/labour ratic), ty sector;

(iv) the relative arount of rescurces devoted to investmentg/
(but the amount of fixed assets to be scrapped due o
economic obsolescence, on top and above the scrapping due
to physical deterioration, is endogenously determined);

(v) the ratio of growth of labour productivity to the growth
of average real wage, which is the main factor in.luencing
the level of private consumption; average real wages in
non-material sphere and average social benefits are
proportional to the growth of real wages in the material
sphere;

(vi) the amount of resources devoted to the financing of the
non-material sphere;

(vii) a minimum growth rate of private consumption accertable
from the social point of view;
(viii) a minimum growth rate of collective consumption.
The classifications, the analytical expression and flow charts
illustrating the model are given in annexes 1 and 2 respectively.

l/ This holds true for six "industrial" sectors, i.e. agri-food processing,
oil refineries and coal product, primary proceseing of basic products,
light industry, capital goods industry and construction. There remains
four sectors, i.e. the mining and utilities sectors, in which an average
productivity function has been derived from past data.

2/ Gross fixed capital formation (GFCF) and inventory changes, using for the
latter the conventional definition used in the largest Centrally llanned
Economies of Europe.
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4. Centrally Planne? Feonomies. Asia-l-'/

2= 1Y = i858

The regional model for Centrally Planned Economies, Asia (CPE, Asia)

can be considered in many respects as a sirplified version of the generic
model for market developing regions but its rpecific features, derived from
an original problematic, are worth being considered.

Like for market developing regions, the model uses the Standard
National Accounts (SKA) concepts and ihe common sectoral and cammodity
classifications, in particular an eight-sector Input-Output core. However,
income and financiel relations are expreseed ir real teras (except trade and
external finarcial relations), using the same general aprroach as for CFE,
Europe.

The original feature relates to the elaborata treatment given to
the rural srea. It starts with the split of the output in 12 sectors,
between urban znd rural activities. This is governed by a ‘ramnsition
matrix of exogenous shares, but it might be improved, in furiher versions,
by using a 16 x 16 Input-Output core. Productivity functions similar to
those of market developing regions are then computed on the basis of exogenous
figures of capital/labour ratios for rural and urtan =reas separately. Onm
the basis of output and productivity figures, the model generates separa-e
vectors for urban and rural income, consumption, employment and investrent.

Although a formal labour gar can be computed for both urbar and
rural areas, the growth of rural income per hcad in the rural area is computed
as proportional to a given fraction of the growth of an average "rural
productivity” defined as total rural output divided by t-*al active population
in the rural area. In other worde, it is assumed ‘hat the wrole active
porulation in the rural area (computed outside the model) fnares in the gains
resulting fiom agricultural, industrial and service activities. It is worth
noting that the azsumptions on urban-rural migrations, together with the
growth rate of agriculture and the shares assigned to rural industry are
determinant in generating rural inc

1/ This model was built-up late in 1981 in co-operation with a group of
UNIDO consultants from China. In all scenarios and sensitivity analyses
reported in parts II and III, the CPE, Asia region played a purely passive
role, i.e. importing from and exporting to other regions without any
feedback to the regional economy. 1982 scenarios will, however, make use
of the model described in this suc.-section, with the CPE, Asia r:gion
fully interactive in the system.

2/ For the urban sectors, the growvth rate of productivity is dependent not
only on the shares or urban output but also cn the technology used in
urban activities (via the carital/iabour ratics which determine the
productivity functions).
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The philoscpny of ihe model is itherelore 1o plan Tuzal devel
per se so as to enable rural people (85% of total population in 1990) to
tatisfy most of their essential needs fram their own activities. Rural
industries aleso contribute a significant amount of intermediate and capital
inputs to agricultural output, thus feeding productivity growih in agriculture.
The latter relationship might be modelled more adequately with the planned
extension of the Input-Output core into 16 sectors, in which own-consumed
rural inputs could be identified separately from deliveries to the urban
sector.

Altogether, the model can be said to remain crude, since a number
of behaviour equations were arproximated by fixed proportione reflecting
base year data with assumed trends. As it stands, however, it has two
merits, the first being to yield 1975 figures consistent with what is known
“rom the economic situation of the ngionl{ and the second, from a methodology
engle, to pave the way for the modellisation of essentizl needs policies in
the UNITAD system. .

In future simulations, the real difficulty will be to use the model
to project the future development pattern of the region, i.e. to translate
an adequate planning strategy into the parameters of the model. This raises
a number of substantive economic issuee: To what extent is it possible to
push the development of the rural area further without intensifying the
two-wey relationships with the urban sector? In such a case, what would
be the level of the required infrastructure, the price system, the level
of urban migrations? In turn, can the urban sector keep growing without
more active trade with other regions? Theee are but a few camplex questions

for consideration if meaningful projections are to be made.

1/ Figuree published by the goverrments were used for most estimates.
A systematic comparison with World Bank eetimates convey the ‘mpreasion
that the latter overestimate structural changee and growth in China for
the period 1965-75.
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PART 1I: THE TRADE-INDUSTRY CORE OF THE MODEL

The main sssumptions of the model r late to policy choices on trade
and technnlogy. On the trade side, these choices address the degree of
protectionism, the degree of market integration within regions in specific
sectors and trade direction policies embodied in trade shares. 0On the
teckinology side, choices refer to the capital-intensiveness in every sector,
and small-scale versus large scale plants in some sectors.

Once these assumptions are made, the model generates a world equilibrium,
i.e. if grcwth assumptions are made, trade balances are deterwined or
alternatively, & growth rate can be derived for each region under a given

trade gap constraint. Implications on employment are also detenined-l-{

A, The trade sub-system

The interplay between trade and development issues constitute the
core of the UNITLD system. This note will attempt to give an overall
view of the trade subsystem in relation to & number of policy issues.
The firet part outl.nes the theoretical background of the model, the
seccnd describes in general tems the substitution and complementarity
mechanisps determining the level of imports in thLe eleven regions, the
third concentrates on the competition between exporters and the determination

of their shares, as embodied in the seven trade matrices.

1. The theoretical background of the model

The abundant economic literature on international trade in the last
thirty years generally confirmed and sometimes ignored or contradicted
Ricardo's views on camparative advantages. Among the former, the most
important contritution is the well-known factor proportion theory bLased
on the Heckscher-Ohlin-Samuerlson theorem, which can be contrasted with
the product cycle theory based on the technological gap: among the latter,

_1_/ This part leaves out the imports of agricultural goods, which are exogenous
in developing regiors; furthermore, the technology of the agricaltural
sector is governed by a subsystem described in annex 3. The technology
of food-processing industries is however described as part of the
technology subsyetenm.
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nev insights on specific trade aspects such as intra-industxy trade appear
equally inportantl{ A few paragraphs - over-csimplifying theee theories -
may be useful to justify the choices made in the UNITAD systes.

The factor proportion theory is based on strong hypotheses, inter alis
a vorld of perfect and pure competition. It predicts a positive trade
balance of devcoloping countries with industrialized countries in sectors
with & low capital, low skiil content and the reverse, i.e. a negative
balance in sectors with s high capital, high skill content.

Using an index of value-added per employee popularized by H. B. Lary
(1968) as an indicator of labour inteusivene332{ Fels (1972) and Tuong and
Yeats (1980) have convincingly analysed the penmetration of labo:r exports
from developing countries into developed markets. For example, the share
of labour-intensive exports from all developing countries reacbed in 1975
as much as 31 per cent of United States imporis of the same commodity package
(17.7 per cent in 1965), the correspording ratio in the import series of
cther developed countries being lower (8.9 per cent in 1975, 5.7 in 1965).
These interesting findings hide a large array of differences from item
to item: +the penetration of the US market was extremely fast for textiles,
clothing and accessories (65 per cent in 1975, 27.2 per cent in 1965),
fairly fast for other light mamufactures, excluding food (24.8 per cent
in 1975, 8.2 per cent in 1965), and moderate for labour-intensive food
manufactures (44.3 per cent in 1975, 41.9 in 1965) and industrial materials
(22.5 per cent in 197%, 21.2 in 1965). Many queries can be raised on the
interpretation of these figures: Dayal (1980) for example, observed that
the penetration rater of most items (defined as the relative change of
imports shares over time) can also be explained by the differential growth
rate of demand and the natural resources content. Another point is the
difference among penetration rates frox different origins, a point hardly
touched by authors: can the factor proportion theory explain the fast
penetration of East Asian goods relative to African or Indian goods? On

1/ - On the factor proportion theory, see ip the bibli 'aphg H.B. Lary (1968),
G.C., Hufbauer f197o), W. Leontief (19%), G. Felsoﬁ??, ;
- on the product cycle theory, see S. Hirsch (1975), D.S. Keeeing (1965),
R. Vernon (1970), S. Cole {1981);
-~ on other theories, references are made in the text to research published
by Bela Balsssa, B, Hernan, P.B. Rayment, G.K. Helleiner, S.B. Linder,
J. Tinbergen.
2/ A low value of this indicator actually denotes a low-vage/low-capital good,
s high value pointe to a nigh-wage/high capital good, with a grey area in
between (Jow-wage/high-capital or high-wage/low-capital).
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this coupetition among exporters, specific export push factois seem to be
at work. Similarly, one may question the interpretation given by Tuong
and Yeats to the faster penetration of labour-intensive goods in the
American market compared to other developed areas, i.e. the fact that the
American industry ranks as the most capital-intensive. Fiom Helleiner's
studies (1979), another approach suggests itself: the strategy of the
transnationals controlling the marketing of these goods in Europe versua
the USA. On the other hand, the explanatory power of the theory is
improved if, instead of two factors, capital and labour, other components
wuch as qualified marpower or human capital or technology content are
consideread.

There is however, fundamental criticism to the thecry. Firtely, a grey
area seems to be ist application to "intra-industry" trade (more than 60
per cent of the trade of manufactures among developed countriea) where
statistical tests based on factor proportions for intemediary goods,
equipment and machinery, and consumer durables are generally not conclusive.
This will be studied further in the text, but as will be seen, it now
applies to a groving, though limited, share of the trade of developing
countries. Secondly, while comparative advantages in temms of natural
resources (Ricardo's original paradigm) generally operate over long periods,
man-made advantages, as advocated by Heckscher-Ohlin, cannot be considered
as stable over the long run, i1n other words the theory provides a static
explanation of certain trade flows. This is a serious handicap to equip
a model trying to describe the long term dynamics of trade in developing
countries where factor proportions considerably change from one decade to
the next., It can even be said that as a tool for predicting the trade
of manufactures over the long term, the factor proportion theory is perverse
gince it tends to put the international North-South trade into a strait-
jacket, with developing countries exporting cheap labour/iow technology
goods versus high capital/high technology goods for ever. Japan, at such
a yardstick would still be a developing country in 1980. Finally, one
cannot help to observe that Samuelson’'s theorem predicte & maximization
of velfare for all trade partners, while permanent disequilibria, -/hich
cast serioue doubts on the perfect competition hypothesis, seem t¢ prevail
in many trade partners, whether developing or developed countries, over
long veriods. Indeed, according to a recent UNCTAD publicatiom (1981)
more than 80 per cent of international trade flows are dominated by

oligopolistic or monopolistic forces.




More appropriate, in that respect, seem to be those theories, like the

product-cycle theory, postulating the existence of monopolies or oligopolies
governing international trade for differentiated goods (and implicitly
restricting the area »f application of the factor proportion theory t»
stardardized goods). For equipment and machinery and consumer durables,
these theories identify a hierarchyy of countries according to the control

of sophisticated technology, so that the technolcgy gap combined with

large home markets allows the developm:nt of monopolistic positions
vis-a-vis trade partners. Two adverse factors would then seem to handicap
develoning countries, firstly the narrow size ¢{ the Lome market and next,
the R—D. expenditure level and the skill level required to contrul techaology.
It may be observed in this respect that the concept of technology should be
compared to a stock variable which accumulates over time (or even over
geperatione). It is not sufficient for a country to produce a high technology
good to immediately absorb the technology and even leses to control advanced
technology pro_ress, while the monopolistic behaviocur or world enterprises
pakes it even more difficult. Yet the only way to break the ilechnology
barrier is to develor the capital goods sector, as advocated by UNCTAD

and UNIDO. On the methodology side, & maj- - issue for long term models is
therefore the treatment of import substitution in technology intensive goods,
i.e. mostly in the primary proceseing and equipment and machinery sectors.

In the same sectors, the focal point of many analyses is the spectacular
growtl: of intra-industry trade. The latter concept is defined Lere as the
trade of commodities for which domestic product.on is matched by similar
imports in a proportion close to the exports of the secto:./ A promieing
explanation presented by Rayrent (1982) and other luthors}’ is the
development of a dynamic process of industrial differentistion. Marufacture
goode are seen as produced by a chain of activities ceking place in uistinct
production units; as the market for the end -.roduct grows up, cconwmies of
scale or comparative advantages in factor yroportions induce the separation
of nev components in the chain and hence a further industrial differentiation.
Thie theory can be reconciled,at the nicro-level, both with the factor
proportion and the economies of scale theories. If applied in a context
of fast development of telecommunications and trade facilities amo.g
neighbouring countries, it goes a long way in explaining the "explosion”
of iptra-industry trade within advanced industrialized regions. It is
useful to observe here that one of the main point made by Rayment is that

1/ ve leave aside Linder's ingenious theory explaining intra-industry trade
by overlaprping consumer preferences for a given commodity at the same level
of development; a3 Rayment observed, consumer preferences cannot be the

determinant for explaining intra-industry trade for capital and intermedia
goods wvhich constitute the major part of intra-indust Py oy ry
according to Rmonts. o pe Iy trade (0 per cent
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partners should preferably have similar technology level. Yet there seems
to be a policy of transnationale to locate component plants in deveioping
countries, so0 long as they have full control toth of the technology and
the sales >f the product which is part of a cnain of activities located
in different countries. This internationalization of activities can be
reconciled with Rayment's a;>roach, but on conditions unacceptable by
developing countries. Moreover as eloquently shown by UNCTAD, the prices
of both the inputs and outputs, as internally decided by the transnationals,
introduce a serious bias in intermational ':onpetitionL{ These characteristice,
at first glance do not leave much room for an autonomous process of intra-
industry trade growth in developing countries.

Yet a recent snalysis, made by Laird /1981), draws attention to the
groving importance of _ntra-industry trade for developing countries,
measured at the three-digit level of SITC, for 150 groups of manufactures,
excluding food \SITC 5-8). Using the intra-industry trade ratic developed
by Grubel and Lloydy (1971), the analysis suggests that in‘ra-industry trade
predominates in 1975 in the trade among developed market economy countiriee,
with a ratio around 64 per cent (+he ratio equals 100 if the value of exports
is equal to the value of imports, and to O if there are no imports or no
exports in the same 3-digit units). Foxr developing countrics instead,
the trade with developed market economies (80 per cent of their total
trade) is predominantly inter-industry, "although their trade with each
other (17 per cent of their total trade) has a much higher intra-industry
component (ratio around 28 per cent) than that of their trade with
develoment market cconomies (ratio around 9 per cent) or the socialist
countries (ratio around 5 per cent)"ll More importantly, the intra-

industry ratio seems to grow fastly in economic groupings of developing

1/ The US custom duty legislation (items 806.30 and 807,00) allows
for the computetion of the value added by the exporting countxy
to the imported goods, and provides the best inforsation so far
on related-party trade. Other countries (Canada, Germany (Federal
Republic ofmetherlmds) have adopted similar legislations.

2/ If Xi and Mi stand for exports and imports of commodity i (i=l....n)
from and into country j, the ratio is defined as the sum for i's of:

(Xi + Mi) - [xi - Mi]
divided by total trade, ..2. the sum for the i's of:
Xi + Mi.

3/ See Laird (1981) r.87. %ne optimistic views expressed by the author
on the development of intra-industry trade between developed and
developing countries can he contrasted with the arguments derived
in this note from Raymeni's analysis.




countries, and is close to a 50 per cert ratio, in 1975, for CACM and

ASEAN groupivgel(

The growth of intra-industry trade among neighbouring countries,

should be reflected in the develomment of intra-regional trade for
intersediary products and for equipment and machinery. A well known
indicator of trade intensity between two partners is the delta coefficient,
as obtained from a matrix of bilateral trade flows (here 11 exporting
regions times 11 importing regions) by dividing each bilateral trade flow
by the two mazgins, i.e. the total imports of the importing region
and the total exports of the exporting ngiony.

The value oi delta (ij) if compared to 1, reflects the relative
importance of trade partner j for the exports of region i (and delta
(ji) for the reverse flow); by definition, avelue higher than 1 for
delta (ij) correspodes to the case viiere the share of the bilateral
exports from i to j in the total exports of region i is higher than
the share of total immorts of region j (the size of the jth market )
in the world total. The interest of the delta coefficient (and its
limitation) ie that it is dimensirnless, which is an advantage when
comparing the relalive importance of smz2ll flows.

The following results obtain:

_1/ Central American countries in CACM, and grouping of Indonesia,
Malaysia, The Philippines, Singapore and Thziland for ASEAN,

2/ Move precisely, all flows must be divided by total world trade
for the sake of homo.eneity. If norz lized flows are denoted
zij.zi. and Z‘j for exports from region i to region j, totel

export of region i, total import of region j, deltalij)is
defined by:

Z,. = delte .. 2 Z.

ij ij it 73

See, on tr.s indicator, ECE studies in the bibliograpby. A
number of authors have used this indicator, e.g. Froment and
Zighera in France, F., Carré and J, Cuddy in ECE, A. Fagy in

Bungary.




Delta coefficients for intra-regional trade, 1963-15

Intermediary products Machinery and equimment
Average 1963-75 Trends Ave 1 Trends
{growth rate in %) (growth rate in %)

RA 2.5 2.5 2.1 0
L 1.4 no trend 1.5 0.5
EE 6.3 no trend 6.4 variable, increasing]
Jp ces cee .c - ces
0D z.4 no trend 6.6 variable, increasing]
1A 2.3 5.8 7.3 no clear trend
TA 3.0 17.7 14.4 no clear trend
NE 7.4 no trend 10.9 variable, increasing
IN 2.7 1.7 7.5 14.5
AS 5.5 -8.1 11.4 -12.0
OA coe cee cee coe

fNote: for the definition of regions, see annex 1 on clarsification.

The first finding is the relative importance of intra-regional coeflicients,
(all coefficients are higher than 1), which, it may be said, is firstly due to a
wealth of factors like relatively low transport cost, a better knowledge of
markets, etc., &8 may exist, for example between United Staes and Canada within
the NA region. But an economic integrution procees can be presumed when
increasing trends are observed, as is the case for intermediary products within
epecific individual regions, i.e. North America, Latin America, Sub-Saharan
Africa and Indian Sub-Continent. Even more interesting are the hig.. delta
coefficients and their increasing trends, found for machinery and equipmernt
within Westemn Eu::'ope.1 within West Asia and North . -ica, and within Indian
Sub-Continent. Finally, the results found for intra-regional trade for East
and South-East Asia confirm the high intra-industxy ratios found within economic
groupings in that region, but the fastly decreasing trends also reflect the
trade orientation of many countries towards developed markets, especially
North Americe and the "other developed" region (including Australia and New
Zealand); actually delta coefficients higher than 1, with increasing trends,
are found for the exports of that region (1.5 and 2.2 respectively) towsrds
NA and OD regions.

The intaresting point in this analysis. is the similar behaviour which

seexs to characterize the two indicators of intra-industry and intra-regicnal

y The relatively low coefficient for intra-regional trade of machinery and
equipment in Western Europe should be assessed keeping in mind the large
trade flows involved and also the fact that the region includes much more
than the EEC. The coefficient found for EEC 2lone is higher than 2.
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trends in the xachinery and equipment sector. This gives a clue how to quantify
the phencmenon of the explosion of irtra-industry trade, i.e. to capture it
through the growth of indicators of economic integration on intra-regional and
inter-regional flows, such as, for example, delta ccvefficients or more generally,
86 will be seen, a gravitational model.

This brief review of trade theories may seem ambiguous since no clear choice
seems to command itself from so0 many sources. Folloving the empirical tests
carried out by Hufbauer (1970), it seems widely accept2d that no panacea is
ready for application to the projection of international trade. However, it
seers possible, from this analysis, to sori cut some theories wi. _ long-tem
horizon, capable of recognizing factors which can influence a wor.d system ten
or twenty years ahead in time, with different inductrial structures and market
eizes than today. A long-term model, in particular, must be able to simulate
the influence of changing industrial structure on trade as well as the growth
of intra-induetry and of intra-regional trade; it wust also identify the
potential for South-South co-operation and the dynamics of exports of developing
countries beyond the present stage of international divieion of labour as
dominated by the factor proportion paradigm. With these reguirements in mingd,

a few suggestions, allowing quantitative analysie to choose from among various
possibilities, will be developed in the next sections.

In section 2, the influence of market size will be anlysed with emphasis
on imports equations for irtermediary produ~ts and machinery and equipment,

i.e., .he iwo major commodity groups of manufactures. An zttempt will be made
to simulate the continuous process of substitution between domestic production
and jmyports which proceed both with changing industriel structures and with
thé g=owt'y of market size taken as the key variable, as well as the new
:umplsﬁentaxy impurte which emerge in the same pruvcess. The same variable,
market size, will be used to measure the impact of integrated versus
fregmented markets on intra-regional trade. Last but not least, an attempt
will be made to measure the impact of protectionism on the level of imports
for some commodities.

In section 3, a comparison will be made on two alternative sub-models
governing the competition among exporters, or in practical terme, the substitution
between trade shares for each commodity in each importing region. The first, the
semi-aggrogated model, takes prices as explanatory variables, as well ae the size
of the importing market., It will appear as a fair instrument to predict shares of
natural resources goods, but, as could be expected, rather poor for manufactures.
In the latter case, a gravitational model of the type experienced in tbe past by

Tinbergen and Linnemann will be preferred. This model, vhich can be considered
ae based on a generalisation of delta coeffici*nts, will be shown to capture
relatively well long-term moves such as those observed for Japanese and East
Asian exnorts to developed markets or growving intra-regional trade in several
regions for several categories of manufactures.
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2. Imrort functions: complementarity and substitution proceeses

Before considering the specifications of import functions, a
general remark should be made to explain their role in the UNITAD
system. In a nutshell, domestic ocutput is derived from a systex
of simultaneous equatiogs vhich can be summarized as follows:

(1) [va(3)] = [1-3°4) [1-4]7 [#D(3))

(2) [Fp(i)] = (op(1)] + [X(1)] - [M(1)]

(3) [M(1)] = £,[VA(3), GDP or MV, 2 (i),]

in which [vaA(i)], [Fo(i)], [op(i)], [x(1)], [M(i)] stand for the
vectors {by production sector) of value-added, final demand, domestic
demand, exports and imports respectively (the index of the region has
been omitted since this system refers to any one given region).

Equation (1) derives, through the usual inversioca of the Leontief
matrix of technical coefficients (A), the value-added vector from the
final demand vector. As shown in equation (2) the final demand vector
incluces, by definition, the import vector with a negative sign.

Equation (2) is a simplified import equatior, in which the dependent
variable, the import of commodity group i, if a function of an activity
variable /value-added of sector j), the market size denoted by GDP or
manufacture value-added (MVA) and nther variables Z(i), which can be
ignored at this stage.

The system includee two loops. Firstly, due to the negative sign of
M(i) in equation (2), the higher (the lower) the importe of commodity group i,
the lower (the higher) final demand and therefore domestic output
of eector i; thie pegative loop therefore simulates a substitution
process between imports and domestic output. More precisely, the
substitution is between net imports (M(i) - X(i)) and domestic ocutput,
and it is important to note that this net vector actually refers to
trade of the region with the other regions, since intra-regional trade,
whether or not included in both M(i) and X(i), is cancelled out by the
substraction.

A second loop, triggered by the two explanatory variables of
M(i), makes imports dependent on the output mix derived from equation (1).
The activity variable, VA(j), which must have a positive sign to be
meaningful, has a positive effecton the level of imports (i), in other
words it simulates a complementary import procese. The market size variable,
GDP or MVA (manufacturing value-added), which must have a negative sign to
be meaningful, determines a negative loop, i.e. a substitution process:
the higher (the lower) the market gize of the region, the lower (the higher)
the level of imports.
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Since these two explanatory variabl:s are usually found to be co-
linear in time series, the coefficient of the market size variable was
derived from a cross-country regrescion and then imposed or time-series
regressions for each region. The use of cross-country analyeis is
especially Jjustified here, since the market size effect can only appear
- as a structural change over the long run. Import eguations for intermmediary
producte will be considered first, followed Yy imports of machinery and ,
equipment. A genersl presentation of import equations will be made thereafter.

(i) Imports of intemmliary producte .
The cross-country analysis yielded the following equatione-/

Equation N° Sample Equation R_2
(4) All countries IP = K,-0.022 GDF + C.11Z MVL  0.89
(5) (64 observationg) IP = K,+0.029 MVA

Equation (4) shows that, ceteris paribus, countries with a high GDP tend

to have lower import requirements of intermediary products. Taking GDP

as a market size indicator, the question therefore is: why should market
size decrease import requirements? Three possible justifications can be
given. Firstly, the basic product sector included both mining and primary
processing of basgi~ products. It may therefore be that GLP is correlated
with mining value-added, which can be interpreted by saying that countries
witl, 2 large rining sector import less intermediary products. Such a
corvelation was actually found to be the case so that a negative coefficient
for mining, with MVA as the activity variable was obtained in another
equation inetead of equation (5). The second reason is the existence of ecoromies
of scale of the primary processing sector, which was evidenced in the analyrsis
of the productivity functions (see part II,B). But plant size and domestic
market size are not the same concept, and market size will only capture

the impact of economies of scale, at the plant level, insofar as the two
variables are correlated. This was actually found to hold true in the
analysia of productivity functions,where a correlation coefficient of

0.6 was found between the two variablee. The main and last argument,
however, is much more decisive. As shown by Young (1928) quoted by

Rayment (1982), a large market size induces a process of industrial
differentiation and therefore the growth of domestic market £ize can

be seen as the principal type of change associated with the growth of

the sector. This was actually evidenced in the anaiysis of productivity
functions (see part IO,B) but to a much lesser extent for the primary
processing sector than for equimment and machinery (see below in the

text). At thies juncture, we may note the two main conclusions, i.e.

_],/ The complete set of cross-country times series regressions can be found in
a paper "The Integglw of Trade & Development”, by A. Duval, M, Gi1li and

gsjlgg{gzésfuly 1980, presented to the ACC Task Force on Lopg-'l"em Develépnent
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that the impact oi the mining sector should be separaied and that there

are good theoretical background for keeping GDP as a market size indicator

with a negative coefficient.

The next step in the analyeis consisted in working out time-series
regressions for each region, imposirg the negative coefficient found for
GDP (-0.02) in the cross-country aralyeis, in order to avoid the problex
posed by the co-linearity between GDP and MVA in time series. Similarly,
a coefficient (-0.40) derived from cross-country regressions wvas inposed
on mining value-added. The results are given in tnhe following table:

Table 2
Imports of intermediary products (time-series regressions)

Regresrions(6) with -0.02 GDP Regreseions (7) with -0.40 mining

Region |Constant GDP MVA | R° DW |Constant Mining MVA | RZ IW
LA 187  _0.02 0,202 |C.95 2.2| 662  -0.4 0.175 | 0.92 2.4
TA 69  -0.02 0.585|0.93 1.4] 313  -0.4 0.835 | 0.97 2.2
NE | -1294 -0.02 0.922|0.93 0.8| <1277  -0.4 1.%5 | 0.98 1.4
IN 1700  -0.02 0.100|0.79 1.9| ...
AS 989  -0.02 0.515|0.94 1.5 732  -0.4 0.497 | 0.93 1.4

Note: *Coefficient not significant at the 0.95 level.

A glance at these regressions shows that the two specifications are
equally good for Latin America (LA) and East and South-East Asia (AS),
but that, in the case of Sub-Saharan Africa (TA) and West Asia and North
Africa (NE), regressions (7) on the right side of the table have both a
better R2 and a better Durhin-Watson coefficients than regressions (6) on
the left side. For South Asia (IN) no good regression was found for the

regreesions with mining value-added.1 An interesting comparison

can be made between the two regressions for each region. If postulating the

inequality: IP derived from regreesion (€) < IP derived from regression (7),
it is possible to compute the MVA/GDP ratio, i.e. the share of manufacturing

value-added with a mining value-added/GDP ratio derived from observations

(or from projections). The result shows that —egressions (6) with a negative

GDP coefficient give lower imports of intermediary products than regressions

1/ As a result of a strong protection of the domestic market, the imports

of intermediary products were almost kept constant in that region
during the observation period (1961-75).
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(7) vith a negative mining coefficient, for s mamufacturing value-added
ratio satiefying the following conditions:

LA : MVA/GDP < 37% KE : MVA/GDP > 4.2%

TA : MVA/GDP > 8.9% AS : MVA/GDP < 44%

These values are such that, in any future projection, regressions (6)
vith GDP as a market size indicator will yield a lower import level than

regressions (7) with a negative mining coefficient, and this holds true
for all regions. This th refore confirms the conclusions of the theoretical
discussion on market size as a major factor for the growth of the primary processing

sector. As an illustration, taking the sssumptions of scenario IDS2, (see part 1T th
differencerin the level of 1990 imports given by the two sets of regrestions

are the following: Table

Imports of intermediary products in 1990
Trade flows in millions of 1970 US dollars

Regressions (6) Regressions (7) Import elasticities to GDP 1
Negative GDP Fegative mining Regressions (6) Regressions (7) 1375
coefficient coefficient

LA 17158 18788 1.1 1.2 1.2
TA 5594 6665 1.0 1.2 1.6
NE 25386 44082 1.2 1.75 1.8
AS 22344 26011 1.5 1.6 1.2

Except for West Asia, and North Africal/, the results of the two
eguations are not very far, but the absolute figures or the import elasticities
derived from regressions (6) all have the expected downward bias.

It should be recalled at this juncture that the time series regressions
have a different geographical basis than the cross-country regressions.

Since the GDP coefficient was derived from a comparison between countries,

the time series regression gives the level of imports from outside the

region. excluding intra-trade flows. Furthermore, in regressions (6),
CDP variable refers to the region as a whole, and implicitly assumes a
regional integration of the sector. In contrast, regressions (7) with
a negative mining coefficient imply a fragmented market for the primary
processing sector, and an integrated market for the mining sector, which
does not seem a strong hypothesis. If used for projection purposes, a

comparison between the two equations therefoic of fers a means of cosparing

1/ The left side figure for the region KE which is much lower than the
right side figure, draws attentionto the bad Dubin-Watson coefficient
of the equation. The obvious explanation is that the high GDP figure
is due to s high level of oil extraction and not to the process of
industrialization. Another equation should therefore be used for
that regior, with, for example, the ratio MVA/GDP ar s size indicator.
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the impact on importe o

£ in eymediary nroducts from

22 == =% = -

utaide earh vresion
of an integrzied versus a fragmented market for primary processing
activities. Assming no trade creation, a possible wvalue for intra-
trade flovs wvould thern be the difference between the import values of
the two equations.

(ii) J=ports of machinery and equipment (EQ)

{ ~oss-countyy regressions yielded the following results for
developing regions: ,
Equatior (8) Sample: IG Ln EQ = K, +0.043 La GFCF R = 0.76

Equation (9) (36 observations)nEG = K -0.8 Lo GDP+1.4 L GFCF R = 0.C0

In thess equations, the activity variable is Gross Fixed Capital
Formation (GFCF), which, through the productivity functions, is determined
by the output mix. CGDP, with a negative sign, emerges again as a market

size variable which, ceteris paribus, decreases import requirements.

As will be seen in part I B,the analysis of productivity functions
fully confirms the importance of the market size in the sector. The
theoreticel fundation, based on Allyn Young's analysis of extermalities,
is formulated by Rayment (1982) as follows:

"Young (1928) saw the process of industrial differentiation as the
principal type of change associated with economic growth: ‘'notable as
has been the increase in the comple xity of the apparatus of living, as
shown by the increase in the variety of goods offered in consumers' markets,
the increaese in the diversification of intermediate products and of industries
manufacturing special products or groups of products has gone even farther.”
The crucial point concerning the division of labour is that it reduces
compley processes into simpler ones which can then be performei by machines
(or by more specialized machines), but Young emphasises two features:
first, that the principal economies of scale are derived from roundabout
methods of production for which large production is more important than
large-scale production, in the sense of being carried out by large firms
or industries; and, secondly, that the economies of roundabout methods of
production depend even more than others on the extent of the market.”

Other arguments can be derived from micro-economic studies. It is
notewvorthy that almost all European regional "poles" of mechanical ani
engineering industries of the post war period already existed in the early
stages of industrislization. A few enterprise enquiries conducted by the

author of this note demonstrated the importance of frequent and easy




communications between firms contributing different components of the same
end-use product. The market size effect, at that time, could therefore be
interpreted in terms of "regional" (sub-national) market. Another finding
was the importance of R-I' expenditures as a major cause of industrial
hifferenfiation in the sector. The end-product plant, when requiring a
new component or a new adjustment of 2n existing component, is dependent
on the capacity of t... sub-contracting fimm or affiliate to design the
new component. A good exampie is the importance attached today by the
automobile industry to R-D capacity in electronics to promoté the new
generation of electronicaliy controlled engines.

Telecommunications development in the postwar period have made it
possible to extend former "regional” (zub-national) poles to form a
nationwide or continentwide or even wcrldwide network. As was seen,
however, in the early part'of this note, this development %took place
more intensely within continental regions (between USA and Canada, within
EEC, within Eastern Europe) than across regions, and the determining factor
was the move from sub-national to continental market size. This extension
of the process of industrial differentiation across frontiers seems to be
the main growth factor for inter-indusctry trade. Even though a similar
development started slowly in developing regions, as seen in Laird's article,
it leaves hope for a future development of a South-Scuth inter-industry trade
in the futureL{ as a function of market size at the sub-regional or regional
level. It therefore suggests the ure of the regional GDP as a market size
variable in import eguations. Time series regressions should be instrumental
in testing this hypothesis. The follecwing results ootain:

Table 4

Importe of machinery and equiment (time-series)

Equations {10) with -0.8 LnGDP Fquations (11) with -0.2 LnPFOP

Region | Constant LnGDP LnCFCF | R° DW | Constant LnFOP LnGFCF| L iw
L4 4.14  -0.8 1.27 |0.981.6| 0.289 -0.2  0.89 |0.96 1.6
TA 2.0  -0.8 1.65 |0.98 2.0| -2.034 -0.2  1.2% {0.98 1.9
NE 1.60  -0.8 1.69 |0.99 2.2| -2.478 0.2  1.26 |0.98 1.4
AS 2.70 -0.8 1.8 |0.98 1.1| -0.844 0.2  1.12 |0.98 1.6

L/ The inter-inductry trade between z developing country and a developed country
hae altogether another profile. A= was recalled in the introduction, the
technolcgy and the market of the c¢omponents made in the developing country
are under strict control of the centractor in the developed country. It
may create employment but will do little in the development of an autonomous
capital good industry.




Cn the basis of the statistical tests, regressions (10), with a negative GDP
coefficient, are excellent for Latin America (LA), Sub-Saharan Africa (TA) and
West Asia and North Africa (NE). The Durbin-Watson coefficient for East Asia
iAS) is' in the grey area (1.1) as to the possibilily of autc-correlation
of residuals. No meaningful regression was found for South Asia (IN) since
the import substitution policy of India, during the observation period,
resulted in an absolute decrease of imports. On the left cide of the table, a
negative term, equal to -0.2 LnPOF, fgund in a CrOSS-COUUtIy.IEgTESSiOD, -
was introduced to capture the growth of the market size due to the mere
increase of the population. All these regressicns have good R? but the
Durbin-Watson coefficient of West Aris and North Africa (WE) is less
satisfactory (1.4). Inthe other regions, that coefficient, although acceptable,
is lower than in regressioﬁs (10).

A comparison of these equations leads to the conclusion that
regressions (10) consistently give lower import requirements than
regressions (11). This can be seen. for Latin America, by derivating

both equations and postulating the inequality:

-0.8 GDP + 1.37 GFCF < -0.2 POP + 0.89 GFCG

Where X denotes the compound grovth rate of variatle X. This can be
written as:

e(GFCF/GDP) < 1.67 - 0.42 (P-(S_P/('}_D’ﬂ )
e(GFCF/GDP) < 1.48 taking values of POP and GDP from the observation period
where e refers to the elasticity of GFCF growth relative to GDP growth.
The computations for a.l regions give the following results:
LA: e < 1.48 NE: e < 1.67
TA: e < 1.63 AS: e <1.78
The observed elasticities for the period 1953-75 for these regions
meet the conditions for LA (1.4) and /S (1.65) but not for TA (1.8) and
NE (1.7). However, it stands to reason that such high elasticities
cannot be maintained indefinitely since the GFCF/GDP ratio, which was 22.4%
in 1975 in TA, and 20.7% in NE, is bound to level off in the future in the 25-30 per
cent bracket. For 1990, therefore, regressions (10) ought to give
lower estimgtes than regression (11), with the posrible exception of

Sub-Saharan Africa. Actual comparisons for scenario IDS2 are as follows:
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Table S

1990 lmports of machinery and equipment
Trade flows in millions of 1970 US dollars

R i 0 i
egressions (10) Regressions (11) Import elasticities to GDP 1963
Regressions (10) Regressiones (11) 1%62-75

LA 19346 25595 0.7 0.9 1.1
TA 14780 14967 1.6 1.6 2.3
NE 28834 38748 0.8 1.1 2.3 .
A 27210 33177 1.4 1.6 - 1.6

As can be seen, the test is succeseful in all regions including
Sub-Saharan Africa; the difference betwer. the valuee of the dependent variables

of the two regressions appear much more pronounced than was the case for inter-

mediary products. The same difference can be observed between the two elasticities
of imports to GDP. This can be seen as an illustration of the sensitiveness of

of the growth of the sector to market sjzey.

As was argued for imports of intermediary products, the two equations
give us a poss.bility of simulating the impact of regional integration of
the sectorg{ Again, it ehould be noted that regressions (10) will give
an estirate of extra-trade flows (trade with other regions) in an assumption
of regional integration of the sector. Intra-trade flows can be computed
as the difference between the values of the two regressions, assuming no

trade creation.

(ii1) Ceneral presentation of import equations
The specifications used in ihe ®mcdel are given for developing region33/
in table 6 for non-agricultural raw materials (M), energy materials
(EN) and intermediary products (IP), and table 7 for consumer non-durables
(¥D), equipment and machinery (EQ) and consumer durables (CD)—‘M A few
explanations are in order to understand these tables.
As vas shown in the detailed analysis made for intermediary producte .

and equipment and machinery, the two main explanatory variables are an

1/ To note that the high import values of region KE, in regressions (11),
is somewhat suspicious on account of the low Durbin-Watson coefficient,
but the elasticity of imports to GDP growth derived from this figure is
still much lower than the observed elasticity for 1963-75.

2/ Actually the low Durbin-Watson coefficient for East and South-East
Asia for regressions‘(10) is a hint that the growth of the sector
was more attridbutable to inter-regional than regional intsgration.
™ ig ties in with the negative trend found for that regioa for the
intra-regional delta coefficient of importe.

3/ Equation for developed regions are generally simple constant elasticity
equations, vith the activity variable (MVA, GFCF or GDP) as the explanatory
wvariable. ‘

4_/ No import equations are given for agricultural goods since these imports
are kept exogenous in most scenarioa.
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activity variable, with a positive sign, and a market size variable with a
negative sign. In addition, two specifications were given, the first with
GDP end the other with POP (porulation) cs market eize variabies; the
difference between the values of imports from the two equatioas ie a major
outcome of the model, since it prcvides an econometric measure of intra-
regional trade (assuming no trade creation) on the assumption of integrated
regional markets. In order not to keep the two sets of equations in the
podel, the value of variatle POP which would give the same import level
as the GDP variable is computed in each scenario. This not only rimplifies
the camputer programme, but it allows the simulation of partial integration
cf the markets, simply ty giving to variable POP intermediate values within
the range given by the lower and upper limitsof varisble POP.

In fact, variable POP is not the total population of the region but
a weighted average per country (using population figures as weights in
oxrder to give more weight to large countries). The lower and upper limits
of variable POP are given hereunder for machinery and equirment (EQ):

Importe of machinery and equipment (EQ)

Lower limit (fragmented merkets) and upper limite (integrated markets)

of variable POP (millions of ople),in 1 scenario IDS2
Region Lower Upper Total Population
LA 88 243 479
TA 38 263 448
NE 37 162 261
IN e L N ] o se
AS 125 237 412
OA 1009 cee 1158

While the two sets of equations, with GDP and POP, are given for imports
(1P) and (EQ), tables 6 and 7 only contain one set with POP variable for
the cther commodity groups. Other market size variables (essentially mining
value-added) and ope other activity variable (GFCF) are included in a special
column. In a few cases, a price variable (p/mm), defined as the ratio of
import prices for th~ region to the average price for the world, is ale>
mentioned. In general, this variable appeared in 3 mmber of equations
but it bhardly affected Rz when it was significant; exceptions to this
rule have been included in the table. Thie general finding 1is not

surprising: in the long run, as was demonstrated in particular by Machlup




{1950), impori elasticities to activily variables are =uch more stahle than
price elasticites, For developing countries, furthermore, the market size
effect is by far the dominant explanatory variable after the activity
variable.

Another variable denoted by Dut, is however notewvorthy. It is meant
to capture the effect of protectionist policies (both tarisf and non-tariff
protection) and, wvith a negative sign, it triggers an import substitution
procese. Ae can be seen from appendix 2, this variavle appeared a nupber
of timee with the right sign in the cross—country analysis, and it was
inserted, with the same coefficient, in the time-series regressions.

The level of variable Dut was the outcome of a tedious compilation
made by GATT and UNCTAD experts. The rate of import duties levied on each
group of commodities was first campiled for each country, which involved
averaging rates of duties for the various sub-items of the group. An
estinate was then established for non-tariff protection, classified in
thzee categories: no protection, licensing, level close to absolute
prohibition. Finally *he tariff and non-tariff protection levels were
cross~classified in a ? x 4 matrix, each cell corresponding to a value
of the Dut variable between O and 5 (Bee appendix 2). The degree of
protection, through variable Dut, appeare in all commcdity groups, but
ie more important in consumer non-durables (DG's), equipment goods (Dg's
and DD's) and consumer durables(DC's); in the latter groups, the coefficient
of Dut, in the logarithmic equations, varies between -C.2 and -0.3, say
around -0.25. The protection variable appears to be inversely correlated
with fhe activity variable of developing countries for agricultural goods,
raw materials and energy materials. The ecanomic interpretation is
interesting since it suggests that large countries tend ‘.o impose a
gubstitution poligy through protection policies in these sectors. In
such cases, the model builder can only impute the substitution effect to
one of the two variables, actually the activity variable, on the assumption
that an adequate level of protection is imposed. It wae impossible to
measure the effect of protectionist policies for consumer non-durables in
developed countries. This may be explained in two ways: the level of
protection was reported as identical in EEC countries, which may be an
idealistic view of reality; but a more subtle argument may challenge
further attempts: non-tariff protection, in this sector, is said by
Helleiner (1979) tc take the form of restrictive marketing practices
vhich would limit the amount and the choice of cammodities originating

from developing rountries on sale on the market of déveloped countries,
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To illustrate the impact of protection policies in the equations. it
is syfficient to observe that the import level of manufactures of the same
region can go down to 27 per cent of what it was with no protection when
the protection level in:reases from 1 to 5.

The main conclusicns to be derived from this analysis of import
functions can be summarized by emphasizing the importance given in import

equations to three suhetitution processes, i.e.:

- those induced by tariff and non-tariff protection;

- those made poseible by the growth of the relevant domestic sectors
as a resuit of national develoment policies;

- those governed by the enlargement of market size through collective
self-reliance policiex, at regional or sub-regional level.

The last two processes are fundamentally the same but are captured by

giving two aliernative values to the market eize indicator, i.e. variable

FOP,
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0.95 level.

Table 6
Regressions used for imports of developing markets
Log . >
Region Lig:u Constant Dut LnPOP MVA GDP| Other variables | R w
Non-agricultural raw materials (RM)
LA Log -1.98 1.52 -=1.0 Ln Mining VA| 0.97 1.8
TA Log -8.11 2.48 =1.0 Ln Mining VA| 0.82 1.5
NE Log -6.43 -0.31.322 0.78 1.4
IN Log 0 1.13 -1.0 Ln Mining VA| 0.60 1.5
AS Log 0 0.91 =0.3 Ln Basic
ProductVA .
-1.35 Ln 1/ 0.76 1.5
OA Log -8.0 1.12 0.65 1.7
Frnergy materials (EN)
LA Lin 201 -63 0.045 - 2068 p/mm 0.92 2.06
TA Lin -£3 0,098 0.76 2.6
NE Lin 571 0.209 -0.12 Mining VA 0.70 0.6
IN Lin 700 -63 0.018 cee see
AS Lin -1549 -63 0,121 0.84 1.6
OA Lin Exogenous e ses
Irtermediary Products (IP) Set 1
LA Lin 183* 0,202 -0.02 0.9% 2.2
TA Lin 690 0.58% -0.02 0.93 1.4
NE Lin -1294 0.922 -0.02 0.92 0.8
IN Lin 1701 0,100 -0.02 0.79 1.9
AS Lin 989 0.515 -0.02 0.94 1.5
OA Lin vee cee .o cee veo
Intermediary Products (IP) Set 2
LA Log -2.70 -0.30 1.206 0.95 2.1
TA Log -9.04 -0.40 1.781 -0.1 Ln Mining VA| 0.96 1.7
NE Log -3.77 -0.30 1.500 0.95 1.1
IN vee cos see see
AS Log 2.07 -0,30 0.893 0.97 1.5
OA Log -2.7 0.949 0.79 0.5
Note: A star (") denotes a coefficient not significant at the
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Table 7

Regressions used for developing couniries {comntirued)

Region ng Constent DUT LaPOP MVA GDP Other variables R2 o
Linear
Consumer non-durables (ND)
LA |Llog -4.1 -0.2 -0.4 1.21 | -0d La Mining V2 0.93 1.8
TA |Log -3.7 <=0.2 0.4 1.24 | -0.1 Ln Mining VA] 0.88 1.6
RE |lLog 4.8 =0.2 ~0.4 1.23 | =0.1 Ln Mining VA] Q.38 0.5
IN |{Log 0.54 -0.2 ~0.6 0.80 cse ome
AS |{Log 0.63 -0.2 0.4 0.66 | -0.1 Ln Mining VA| 0.7¢4 1.9
OA |Log -0.24 ~0.6 0.60 cse oo
Equipment & machinery !EQ,)
Set 1
LA |Log 4.14 -J.8 1.37 Ln GFCF 0.98 1.6
TA |Leg 2.10 -0.8 1l.05 Ln GFCF 0.98 2.0
NE |Log 1.60 -0.8 1.69 Ln GFCF 0.99 2.2
IN |... ces cee cee coe s
A% |log 2.70 -0.8 1.58 Ln GFCF 0.98 1.1
04 |Log see cse vee ece oea
Equipment & machinery
Set 2
LA |Log 0.7%8 -0.12 -0,20 0.89 Ln GFCF 0.96 1.6
TA |Log -1.670 -=0.12 -0.20 1.23 Ln GXF 0.98 1.9
NE |log -2.216 -0.12 -0.20 1.26 La GFCF 0.98 1.4
IN |(Log 0 -0.12 -0.20 0.90 Ln GFCF eoe oo
AS |Log -0.504 -=0.12 -C.20 1.12 Ln GFCF 0.98 1.6
OA |Llog «1.17 -0.,12 -0.20 0.9% Ln GFCF 0.65 1.3
Consumzr durables (CD)
LA |Log -1.17 -0.20 -0.3 0,968 0.96 1.9
TA |Log 0.60 -0.20 0.3 0.875 0.58 0.8
NE |Log -3.58 .-0.20 -0.3 1.355 0.94 2.1
IN |Log 0.90 <0.20 0.3 0.800 eos oo
AS |Log 0.76 -0.20 -0.3 0,998 0.94 2.1
OA |Log -1.19 =0.20 0.700 eoe soe

Note: A star (*) denotes a coefficient not significant at the
0.95 level.
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2, Trrde getrices and trade shares: the competition between exporters

The trade interaction between the eleven regional modelr is obtained
through seven trade matrices., Regional models generate eight import
figures by production sectors. Imports of services are merely totalled
and the world total is distributed to exporting regione according to a
given structure (pool aysten). Imports of goods, after conversion into
the trade classification, provide margins for the seven trade matrices
(one for each good basket). In any matrix, the 11 x 11 import shares
generate export flows for each region. If shares were kept constant
the model would be purely demand oriented, since exports growth would
te entirely governed by the growth of the importing regions in each
specific basket of goods. As was already noted, in this connexion,
the growth of imports is a function of domestic policies governing
protectionism, regional integration as well as of the output mix ae
determined bty domestic policies (technology, income distribution).

Import prices (by basiet of goods) are generated by export prices
(and the transposed matrix of sharee), which are determined by two
factors: firstly, the price of domestic final demand and an exogenous
price differential. The former is & cost-price generated by the 1/0
table from the prices of value-added by sector, which are themselves
dependent on exogenous assumptions made on the shares of primary
factors (capital. labour), and an inflation trend. The latter, i.e.
the price differential, is meant to simulate a tension on demand or
an oligopolistic policy-]% In the present version, such differential
prices are different from zero only for agricultural goods, raw
ma‘erials and energy. The model can, therefore, simulate exogenous
changes in the world prices on the trade balance, the terms
of trada, etc.

The competition between exporters (reflected by substitution between
trade shares) introduces a crucial element in the determination of exports.
As already ttated  two sub-models {the gravitational and the semi-aggregated
modelz) were tested to make these shares endogenous, but the final decision
was to use these models with caution outside the system, as a guidance to
determine trade shares. Before examining these sub-models, it can be
observed that in a simulation model like the UNITAD system, trade shares
can be used to simulate trade policies, so that, irrespective of the merit

1/ The resulting incame accrues to the Government, in the present
version. It can easily be channelled to other agents (households,
enterprises) by changing a vector of parameters.




of a sub-model, it seems legitimate to trest trade shares not as endogenous,
but as policy parsmeters. Simulations will actually be carried out with
trade shares fairly difierent from their trend vaiues, in BcCenarios
ixposing various trade configurations, e.g. increased penetration of
DG's on the market of DD's, or collective self-reliance policies.
The gravitationsl model is well-known in the econamic litenturr]'{
Any bilateral flow for a specific commodity depends on three variablea-g‘{
(a) total importe (all origins) of the importing region;
(b) total exports of the exporting region; )
(¢) an "economic distance", estimated by the model, but which can
be parametrized, which is influenced not only by transport conditions
but by a host of institutional and sectoral characteristics.
The justification of the model lies both in the observation that the
share of exporters depend on the competitiveness of the exporter (the theory
of virtuous circle), the growth of the importing market and economic and
institutional factors embodied in the economic distance. Admittedly, the
model is fairly mechanical, in that it can generate exponential changes in
partners shares while, in reality, adverse foces are bound to slow down and
eventually limit the growth of the share of any exporter. Exogenous lower
and upper limite have, therefore, been put on the shares generated by the
nodel. lence, it was felt preferable to leave it outside the system and
to take "cum grano salis" the trends in manufacture shares derived from it.
Tables 8 and 9 illustrate the shares which have been moved upward in the trend
scenario, based on tendencies found in the gravitational model in a 1975-1990

projection.

1/ 3imilar models have been suggested by authors such as H, Theil, W. Leontief,
J. Tinbergen. See also UN ECE Economic Bulletin Vol.24/2, "Trade Network
Projections and international coneistency tests”, New York, 1973.

2/ The analytical expression of the model is as follows:

"1y ©12
* a. . x, .
Sij - ijd i h)

b. c.
i i}
ey % M
i

with Sij = share of region i in imports of region J
X, = total export of region i (all destinetions)
I‘l.j = total imports of region j (all origine)
Tre .ij"‘ bij"' cij.‘ were estimated so as to minimize the sum of a

weighted square of the differences between th:e observed and the calculated
shares for the period 1963-75. The weights were taken as the inverse of the
observed shares, s0 as to give more importance to small shares.

For b, . = c.

ij iy~ 1, it can be seen that X =8 x, M,, hence a _  is equal to
delm1 e 1/X.., with x.. being total world t‘n%e. ‘I’gme podel ueed in UNITAD
151 the‘;vfore based on 8 generaliration of delta coefficientr.
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Intra-regional shares {underlined in the table) are increasing for the
following commodities:
Intermediary products : Western Europe, Tropical Africa;

Consumer non-durables : Western Europe, Lstin America, Sub-Saharan Africa,
Indian Sub-Continent;

Equipment & machinery : Latin America, Sub-Saharan Africa, West Asia and
Korth Africa, Indian Sub-Continent;

Consumer durables : Eastern Zurope, Latin Aperica, Indian Sub-Continent. -

Thie list does not coincide with that of increasing delta coefficients

in table 1, but this i not surprising since the two indicators are not the -

same. It is,however, interesting to note that intra-regional shares for
equipmerit and machinery are increasing in four developing regions but not

in East Asia where the delte coefficient war found to decrease in the period
1963-1975.

The penetration of Japan into the other ten importing regions is increasing
in five markets for intermediary products, two for non-durable foods, seven
markets for equipenf and machinery, and four market for consumer durables.

The penetration is particularly high in North America (EQ), Western Europe
(EQ), the"Other Developed” regions (IP, EQ, CD), Latin America (IP, EQ), West
Asia and North Africa (IP, EQ), East and South-East Asia (ND, EQ), and CPE
Asia (IP, EQ). East-Asian pepetration is also noteworthy into North America
(ND,EQ, CD), Japan (IP, ND), West Asia and Korth Africa (KD), Indian Sub-
Continent (IP, ND), CPE Asia (ND).

These comments eloquently illustrate the capacity of the model to capture
export-push effects in these two regions, especially in the case of equipment
goods exporte from Japan, and of consumer non-durable exports from East Asia.

The semi-aggregated nodell/, vhich is also ueed as a guidance to project
the exogenous shares, is based on an extension of the linear expenditure
systen used by R. Stone in projecting private consumption in his long-term
growth model. The explanatory variables for any bilateral flows are the
total imports of the importing countries and the prices (here the unit values). .
The original linear model has been modified so as to introduce a logistic curve
for the share of each exporter (estimated by econometric methods). This model
therefore has two advantages, i.e. to estimate the influence of prices in the
competition between exporters, and to introduce the idea of a celing (an
asymptotic share) for any share (see appendix 3 for the full specification).

It wvas hoped originally that the model could dbe used to illustrate what was
called the "Tinbergen theory of diminishing elasticities” hy B. Hern.ng/ Four
decades ago, Tinbergen introduced the coneept of elasticity competition, i.e the
SR e B et AR T wrl e vt WY ;

and to Dr. B. Herman, Netherland Economic Institute, who kindly discusse
the first results with the UNITAD taas.

2/ See B. Herman "Market penetration: a formal ana"ysis”, mimeo - Ketherland
Economic Institute.




Table 8
INCHREASING SHARES FOR MANUFACTURES IN THE TRERD SCENARIO 1975-1990
(1) 1974 share and (2) 1990 shamms in_percentage points
Increasing Import shares in Devaloped Ih!kﬂtd'
(data derived from the gravitational model)
Importing Markets
Basket ___
GOZd North America Western Europe Eastern Europe Japan Other DD
oodse Exporting Regions | Exporting Regions | Exporting Regions | Exporting Regione Exporiipg Regions
) G (3) as (a5 " NG
S WE %0.0 3.0 WE 79.2 84,0 AS 0,3 3,0 NE 3.6 10.8 JP 19,8 25.7
Intermediaxy Products oA 0.1 1.0 EE 3.3 3.6 AS 14.7 23.5 |
(1p) JP 2.2 2.9 ~
—
, '
op 0,2 0.3 WE 8l.2 85.3 NE 2.8 11,2 AS 37.4 %56.1 NA 18.6 37.?
| Ron-Durab{e %ooda IA 5.5 11,0 EE 3.1 4.0 IN 2,0 2.2 LA 1,0 10.0
KD AS 23,2 30.? IN 0.6 1.2 AS 0.3 3.0 IN 1.2 1.8
JP 13.9 27.8 JP 5.1 9.2 IN 0.1 0.8 WE 26.6 27.9 EE 0.2 0.3
e Ay hinew A 1.0 5.0 EE 0.7 4.2 JP 15.2 38,0
5 AS 3.4 8.5 o0 0.9 6.3 IN 0.1 0.6
LA 1,1  11.0
oD 2.2 4.4 JP 5.7 13.7 FRA 0.9 1.4 oD 1.8 2.7 JP 186.9 37.8
Consumer Durabdbles IA 3.4 9.5 LA 0.7 1.0 EE 16.1 32.? LA 3.6 10.8 LA 0. 2.4
(cn) KE 0.1 0.3 AS 2.3 3.5 JP 2.4 1.2 TA 0.1 0.2 IN 0.4 1.6
AS 10,1 18,0 1A 0,1 0.5 IN 1.1 3.3 AS 4.6 6.7
NE 0.6 6.0 OA 2:6 7.8
IN 0.3 3.0
AS 0,1 0.6
# See mymbols for regions in Table 9. Note: intra-trade sharer are underlined.
k LR S
> S ol .
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Table 9

Tnoreasing Import shares in Developing markets (1) = 1974 (2) = 1990
(data derived from the gravitational model)

:z'_

Basket Importing Markets
of ,
o lobtn merion | Tooptond dtsica| Nort dninemt | o bt | e smin | Oty fei
Exporting Regions |Exporting Regions| Exporting Regions|Exporting RegtonalExporting Regiona |[Exporti:ing Regiona
(1) (2) (1) (2) (1) (?) (1) (2) (1) (2) (1) (?)
JP 13.8 27,6 |EE 2.3 4.6 EE 6.5 9.1 EE 33.3 8.3 ] oD 4.4 7.0 |JP 45.8 57.3
LA 1.1 7.7 JP 18.9 28,3 oD 1.9 3.0 | LA 0.4 4.0 |OD 1.4 4.2
Intermediary Froducte TA 8.7 12.2 | OD 0.6 1.6 | IA 0.8 1.4
(1P) OA 0.8 3.2 LA 0.2 0.4 | NE 2.2 2.9
AS 3.8 9.5
LA 22.2 44.4 LA 0.2 2,0 JP 8.4 9.2 9)1] 0.2 0.5 | JP 16.3% 29.3% EE 48.5 53.3
OA 0.2 0.8 [TA 3.2 5.8 LA 0.1 1.0 LA 0,1 1.0 O 4.3 7.5 |AS 4.1 12.4
OA 4.4 13,2 T™ 0,1 0,2 IN 7.4 16.3|{ LA 0.5 5.0
Ron-Dursble Goods IN 1.6 4.0 | AS 4.2 16.8
(cp) AS 6.3 12.6
OA 3.8 9.5
JP 14.4 28,8 |EE 1.3 5.2 EE 12.8 19.2 EE 25.3% 50.0 | NA 30.9 32,4 JP 25.7 48.8
LA 6.1 11.0 {LA 0,4 4.0 JP 7.3 14.6 LA 0,1 0.4| BB 0,7 2.1
TA 0.5 0.7 A 0,2 1.8 NE 0.1 0.6 | JP 33.6 38.6
Equipment ?E;;°“‘"°" A 0.3 0.8 | FE 1.3 3.9 | 18 7.0 7.7|0m “2.2 “aa
LA 0.2 2.0
IN 0.3 1.8
EE 28.5 34.2 |OD 31.4 43.6 JP 15.8 23.7 IN 37.8 52.9| EE 2.4 7.2 |EE ?1.1 .7
JP 16.9 17.2 LA 0,2 2.0 LA 0.3 3.0 LA 0.1 1.0 | OD 3.4 10.2
Coneumer DuToy IA 7.5 13.5 [NME 0.1 0.4 IA 0.2 1.6
IN 0.1 0.3
-Symbols for Regxionai
NA = North America LA = Latin America
WE = Western Europe TA = Tropical Africa Note: Intra-trade shares are underlined.
EE = CPFE, Europe NE = Wouest Asia and North Africa
JP = Japan IN = indian Sub-Continent
OD = Other Developed AS = East and South East Asia
OA = CPFE, Asia

amt——
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penetratior {change in market cshare) which accomparies a one per cent reduction

of relative rrices. The law of diminishing elasticities as expressed by B.Eerman
rredicts that "if a small supplier lowvers his prices, he vill attract not only new

buyers, but also same of his competitors custamers"”. But if the largest
supplier “tends to monopoly, he may well enlarge the market but the share
he holds will be less and less affected by price change”. This vas
actually tested by Herman on 258 five digit cammodities, in which
diminishing elasticities were found for sbout two third.

Unfortunetely, the tests conducted on the semi-aggregated model
proved disappointing in several respects. Although the fit is generally
good, allowance has to be made for two defects, i.e. the position of the
asymptot has little to do with diminishing price elasticities, and more
generally, at the level of aggregation of the UNITAD system, the model
is relatively insensitive to price changes. It has however the merit
of being relatively stable, as compazed to the gravitational model, and
it givesa first impression on price substitution. This can be illustrated
by conducting two simulations of the semi-aggregated model. In the first,
(Sl)' 1990 prices offered bty developed suppliers are twice their 1975 level,
vhile the price offered by developing suppliers is kept constant at the 1975
level. In the second (Sz). the price changes are inverted for the grours,
80 that developed suppliers have a comparative advantage. The following
table compares two past shares (1964 and 1974), the projected 1990 shares
of the gravitational model and the two responses (Sl and 52) of semi-

aggregated model:

Table 1C Export shares of developing regione in trend simulations
(Wor1d=100) Volume shares in per cent
T
Commodity Group 1964 1974 GRAV 51!/ SQE/
1990
1. Agricultural o/ 2.8 31.5 26.3 32.2 28,2
products
2. Raw materials 28.3 32.2 24.3 40.9 27.7
3. Energy materials €0.6 65.5 75.8 65.4 67.2
4. Intermediary 10.8 10.0 12.2 11.5 9.9
products
5, Non-durables 12.9 16.1 26.8 35.3 19.
6. Equipment gnods 0.9 2.5 7.% 4.9 4.9
7. Durables 9.4 8.9 17.7 18.0 12.4
Totals 174
Primary goods (1 to 2)|3.9 35.5 46.2 48.0 42.0
Manufactures {4 to 7)| 6.8 7.3 12.5 13.3 9.0

a/ Comparative advantage to DG's
b/ Comparative advantage to DD's
c/ Aleo incluies processed food
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As can be seen from table 1lU simulation Sl, in which DG's have a
comperative advantage, yields figures above the gravitational model
for sgricultural products, rawv materials, consumer non-durables and
durables,
On the other hand, the volume shares are, even in the most
favoursble eimulation, inferior to those of the gravitational model
for energy materials, intermediary products and equipment goods, and are
almost insensitive to prices, so that, if the volume share is kept
constant, the current value share has a poritive price elasticity
close to 1. This might be plausible for energy materials and perhape
equipment goods but much lese for intermediary products. All in all,
the sexi-aggregated model was used to generate (outside the model)
exogenout skaree for primayry goods for the trend scenario, and their
price elasticities could be used with caution in the system itself in
a future version.
A last remark should be made on trade shares for primary goods.
It stands to reason that supply considerations should be introduced
in any projection for the long or very long-term future. Since no
supply mechanis® is built in the model for rawv and energy materials,
trade shares have to be exogenously manipulated, using
factual supply information, agein a justification for keeping shares exogenoue.
The results of the introduction of the projected shares in the
different scenarios are commented in part III. It may be sufficient
to say that, when comparing the impact of 1974 and trend shares, the
balance of goods and services, in current values, seriously deteriorates
for North America and slightly for Western Europe, drastically improves
for Japan, and moves upwards for Latin America, West Asia and North
Africa, India and East Asia; the other regions are not very much affected.
Perbaps this study should end with a note of humility. The choices made
in the UNITAD model, original as they may appear in some respect, are likely

to be considered as crude by mary readers, and leave room for some arbitrariness

(such as the controls put to the outcome of the gravitational model). However,
in mapping etrategic choices for the long road to industrialization, a large-

scale map shoving the end goal is likely to be more useful than a detailed map
for the first day of the joummey, especially if there ie no guarantee that the

present itineraxry does not lead to a deadlock.
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Tariff and Non-Tariff Protection: Dumgy Variable DUT
and Population figures used ip the regressions

1. For Developed Countries

Tariff Non-Tariff Protection

level

No barrier Licensing Prohibition
Definit on

of DUT /

Variable $ 5% /2/ -5
5 tol5% 2 //’/’,f,,,,,,/ﬂ 5
4

2

(Figures indicate ire magnitude of DUT Variable)

>15%

Import Level of DUT Variable !

categories 3 Pop x 10-6
Countries AG | M EN 1P NL| EQ | CD 1974-15

4 2 4 11.1
4 2 3 22.3

NA United States | ? 1 1
Canada 3 1

[
NN

WE Cyprus
Denmark
F.R. Germany
Finland
Greece
Israel
Norwvay
Portugal
Spain
Sweden
Turkey
United Kingdom

o
ADAENDENNC
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JP Japan 4 1 1 ? 3 3 4 108.7

OD Australia
South Africa

W\
-y
"N -
(RS
S
e
n

-

1

AG: Agricultural Products IP: Intermediary Products
RM: Raw Materials ND: Consumer Non-Durables

EN: Energy Materials EQ: Equipment Goods
CD: Consumer Nurables

(Por precise definicions in terms of SITC, ree Annex ?)
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Dummy Variable DUT

and Population figures used in the regressions

Fer Developing Countries
Tariff Non-Tariff Protection
level
No barrier Licensing Prohibition
Definition /
of DUT
v 3 -
ariable Q " E /1//
P //
>75 % / 4
(Figures indicate the magnitude of DUT Variable)
Import Level of DUT Variable £
categories —1Por x 10
Countriee ac | | En | 1P [ NP | EQ | CD | 1974-75
LA Bolivia 2 ? ? ¢ ? ? 3 5.7
Brazil 3 3 ? 3 4 2 3 105.7
Columbia 3 4 2 3 3 3 3 24.7
Ecuador 4 ? ? 3 3 ¢ 4 6.8
Cuatemela 2 2 ? 3 3 3 3 58.7
Panama 1 1 1 1 1 1 1 1.6
Peru 4 4 4 4 4 4 4 14.7
Venezuela 4 2 3 4 3 2 3 11.7
TA Ethiopia 4 3 3 3 5 3 3 27.0
Ghana 3 b/ 3 3 4 3 3 9.5
Mozambique | 4 3 3 3 3 3 3 8.9
Nigeria 3 3 ? 3 3 3 3 60.4
Egypt 3 ? Z 3 4 3 3 36,2
Irag 2 2 2 2 2 2 2 10.5
Tunisia b} 2 ? 2 2 2 3 5.5
ASIA  India 5 4 3 4 5 4 5 591.0
Pakistan 5 3 3 5 5 4 5 67.%
Korea 3 ? ? 5 4 ? 3 33.7
Hong Kong 2 Vd 2 ? ? 2 ? 4.1
Indonesia 3 ? ? 3 3 > 4 }130.8
Philippines| 3 ? ? 3 3 3 4 42.%
Singapore 3 ? 2 3 3 3 4 2.2
Countries: LA: Latin America

TA: Tropical and North Africa, with Irak
ASIA: South and East Asia

Import Categories: See definitions preceding page and Annex 2. |

—
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The Semi - Aggregated Trade Model
Let
W = 2 = -
V.=n % n = -i/‘H (current prices)

denote the share of exporter i in market j, time t (no subscripts j or

t are needed here), with m and M both expressed in current prices.
- P;» the export price of country i in market j.

- A =§ ai pi is a price index, withzi a, =1, the &, & can be

interpreted as a vector of hypothetical sharee estimated by the model.

-

| - bi' another set of hypothetical shares with % bi =1

‘ The model reads:
(1) w, =

is + b (1-5)
1l

With S, a parameter estimated by the model which varies between

O and 1. Two specifications were actually tested:

M/ 1}‘-
' (i) S, = 1l-e and (ii) S, /A vith 4 , Y as two paraneters
estimated by the model.

In both cases:

lim S(M) = 1 1lim S(M) = O
M b M—a> O
It can be seen that, if S is inserted in equation (1), the current
price share will change
from b, vhen M = 0 to 2iPi whenM 00
A A

In other worde, the model introduces the ai's as agymptotic shares for

a given price system pi'a.
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B. The technologvy sub-system

Technology, in the broad sense, is mainly embodied in two parts of
the model, i.e.:
- the eight by eight input-output matrices of the different
regions;

- the productivity functions of twelve sect >rs.

1. “he input coefficierts

Over the past twenty-five years consideratle research has been
conducted concerning the time behaviour of input coefficients (or
technical coefficients). The following conclusions seem to be generally
agreed upon:

- In the advanced industrizlized countries, with a very comrlete
technzological structure, changes in technical coefficients at
a high aggregation level take place very slowly. Several
authors like &, Carter in the United States and Tilanus in
the Netherlande have widely demonstrated that over a five to
ten year period changes of the coefficients are small and do
not affect very substantially the relation between final
demand and output. If one is interested in the reistive
accuracy of the output response to final demand, it is relevant
to refer to the research work of Koopmans and othere using the
1/0 model and activities anzlysis, with different aggregation
levels. The conclusion is that for long term models the use
of more aggregated tables may be recommended as they will
have a higher degree of inertia without losing much precision
at the output level. One implication is that, at a higher
level of aggregation, technical coefficients should be
interpreted, not as reflecting a "technology" (as in the
Leontief original temminology) but as technology mixes
influenced by the output mix within each broad sector. The
inertia of these coefficients, over a period of ten years,

'is therefore related to the slow changes in output mixes

:aa well aa:to the slow diffusion of new technologies.
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- This, it is clear, may not apfrly to develoring countries where
the output mix can undergo drastic changes in a period of five
to ten years. Furthermore, if the analysis is intended over a
period of ten years or more, both in industrializing ané in
advanced industrialized countries, there is a possibility if
not a likelihood, of important changes in the input structure

induced by the continuous erosion of techniques due to technical
FYogress and/or to a change of relative prices (thus a subetitution
process in the input structure). -

(i) Ipput coefficients, developed regions
In the UNITAD Project, no sophisticated attempt was made so far to

rroject the input structure of the five developed regions. This can be
Jjustified by the preceding arguments: arny serious inquiry on new
technologies, using the ex—ante method based on information from
enterprises, is costly, as compared to the fact that, with a few
charges, highly aggregated (8 sectors) tables can be used for a

1990 projection. However, available tables all reflect technologies
and output-mixes of the pre-oil crisis period and this deservee some
attention. Information was therefore requested from consultantel/ on
changes which could be observed in developed market economies of Europe
and North America, especially the United States where long time series
of detailed input structures are available2(

The main results of this analysis for developed countries can be

summarized as follows:

(a) In the agricultural sector, the sum of energy inpute remains
fairly constant in spite of a slow substitution between
electricity and oil products. The input of fertilizers
seems fairly stable in physical terms (but not in value
terms) in Europe, and is fastly increasing in the USA.

Inputs of processed food or feed are slowly increasing in

both regione, as well as inpute of services. The most
spectacular change remains the well-imown trend towards

more intermediary inputs and & " “wer contribution from

primary inputs (labour and capital). The value added
coefficient ie decreasing in both regions by approximately

ten per cent over a fifteen-year period. All these changes were

i/ Acknowledgements are due to Prof. E, Fontela (Geneva University) and
Dr. J. Skolka (Vienna) for the main findings in paragraphe 35 to 37.

g/ Tables were available for years 1947, 1958, 1963 and 1967 for the USA,
for 1959, 1965, 1970 to 1978 for France, and for 1959 and 1970 for a
number of European countries.
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therefore taken into account wher. rrojecting coefficients from
1975 to 199C.

In the agro-food rrocessing sector of two European countries,
petroleum inputs are declining since 1973-74 most probably or
account of enhergy savings measures, with little irdication of

a substitution process with other energy inputs. The energy
input is therefore declining, other inputs are stable. The
major features in the USA are a remarkable stability of the.

mcre important coefficiernts (agriculture, agro-food, services
and value-added), with a slight increase of baeic products a*

tre expense of agricultural irgputs.

Ir the energy sector, a rapié substitution is taking place

from petroleum to coal, and primary sources (nuclear plants),
but, interestingly, these internal changes within the sector
have had so far a small impact on coefficients at the 8 sector
aggregation level. Since, however, major changes are expected in
the mix of energy sub-sectors, a projected vector of inrut
coefficients for 1990 was computed on the basis of the expected
rix of sub~sectors in 1990, on the assumption that techrologies
of sub-sectors would remain stable over time at that

aggregation level.

As to the basic product sector, the overall energy coefficient
seems hardly affected by the observed decrease of coal and
petroleum and the increase of electricity and gas. This would
mean a substantial increase of the energy coefficients in value
term, (since the real term value of this coefficient amounts to
7-8 per cent, i.e. a high proportion of total cost). In the
final version, a small decline of the energy input coefficient
was however included in all developed countries. to make roox
for the slow renewal of invectment in the sector over the 1980's.
Other trends seem to differ in the USA and in Europe: in the
former country, the diagonal coefficierit decreases and the services
input increases, while in Western Europe, the intra-industry input
coefficient increases at the expense of the services and value-
added coefficients.

In the light industry sector, the emall energy coefficient

(below 2 per cent) is continously declining since 1974 in all

sub-sectors, thus suggesting that the energy crieis hae induced
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cericue effcrts of energy saving. Ny comparison, one may wonder
why this was not as spectacular for the heavy industry {basic
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or light industry. T! i)
ehergy savinge were continuously under review in the former
sector pre- and post-energy crisis, while it was neglected
in the light industry sector before the crisie and (ii)
the output-mix and the technology of heavy industry can only
move slovly due to the magnitude of the investmerts required.

(f) Hardly any change attributable to the energy crisis can be

observed at the 8 sector level for the remaining sectors:
capital goods, construction and services. A slight decline

of the energy input was however introduced as in the basic
products sector. Technological trends initiated before the
crisis proceed witaout change (in particular the trend towards
automation, the increased importance of repairs and the intra-
consumption of the services sector).

The conclusion for developed countries seems therefore confirmed:
at the highly aggregated level of the UNITAD tables, except for energy
inputs, few changes are needed to make the 1970 tables valid for 199C,
at least in a trend scenario. The changes in energy inputs have been
introduced on the basis of a IJASA study which provided an overall check
for the overall sum of these inputéLZ

(ii) Input coefficients, develoring regions

In contrast, an unprecedented attempt was made in the UNITAD project,
in close co-operation with UNIDC, to bring some light in the controversial
issue of the projection of input-output matrices in the process of in-
dustrialization of developing countries. The most common assumption found
in large models of this type is that the technology and output-mix embodied
in input coefficients are comparable across countriee and can be related
to macroeconomic variables through multiple regression analysis. On the
strength of UNIDO's extensive collection of input-output tables, this
track was thoroughly investigated for a sample of 30 countries, using
the following explanatory variables:

(a) the level of economic developmeni measured by per capita

gross damestic product;
(v) the eize of country measured by the size of population;
(¢) population density, measured by number of inhabitants per

square kilometer.

L/ TIASA "Energy in a Finite World: A Global Cystem Analysis”,
1981 Ballinger, Cambridge (USA). Cfee analysis of the IDS scenarios.
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The result, however, was negativ33{ In an attempt to check the influence
of the gquality of original data on these results, the analysis was
repeated with 24 selected country tables but the overall negative
conclusion stood.

Another approach was also explored, i.e. taking as explanatory
variables of the regressions, the shares of industries (at the 24
sector level), in the sectoral input of each aggregate esector (at the
8 sector level). The idea was to check whether industrial specializa~-
tion (at the 24 sector level) was responsible for the spread of technical
coefficients at the B sector level. Some impact of output mix was
actually found in 4C (out of 64) input coefficients, but with a poor
exprlanatory power of most equations (R2 between 20 and 20 per cent).
On the baeis of such meagre results, the question was therefore whether
the model builders should ignore the unexrlained part of the variance,
i.e. 70-8C per cent, thue treating it ac a noise (like in many former
global models) - or whether miseing factors, to be identified, accounted

for this large partof the variance.

4 major step forward, in this connection, was achieved by using a
graphical display of the data - the main component analysis - sector
by sector~. The interesting result was that some B8C to 90 per cent of
the variance of the input coefficients for a sample of 42 countries could
be identified in the graphs. The first visual inspection confirmed the
cuspicion that input coefficients are influenced by other factors than the
economic variables selected in the regression analysis. Specifically, in
most diagrams, one could detect clusterings of countries by regional
affinities - as opposed to GNP per capita - and, within such clusterings,
an influence of economic variables. In the best cases (energy, light
industry, capital goods industzy) the analyeis was atle to interrret
the diagram in terms of output-mix, thus suggesting the interesting
assumption that technology patterne in individual industries would tend

1/ Regression equations with an R? as low as (or higher than) 30 per
cent were only found for 11 out of 64 independent coefficients.

2/ The analysie consisted in computing the 8 eigen vectors of the
correlation matrix of the input coefficients of each sector; each
eigen value corresponds to the share of the variance explained by
the eigen vector. It was found that 80 or 90 per cent of the variance
was spread on two, sometimes three eigen vectors out of eight. The
graphs were obtained by taking pairs of eigen vectors as axes.
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to be similar within regionsl{ In other cases, the irfluence of the tax
system or simply statistical "srtefacte” (such ae biased coefficientsg/)
were brought up by the analysis.

Some methocological conclusions follow:

(a) Input coefficients were found to differ widely, by country,

for the same sector, depending on regional similaritiesl/ or
output-mix so that any "deterministic” method to project the
matrix of input coefficients should be prohitited. Instead,
soft modelling techniques such as the main component analysis,
ghould be used.

(t) The level of aggregation has a strong influence on the whole

issue. The negative aspect is that, at the 8 sector level,

the influence of the output-mix is blurred in many sectors.

The advantage, though, is that come rough projection can be
made for the decade 1990 to 2000 or a more distant future,

with adequate changes reflecting outrut-mix. Thie justifies
the level of aggregation of 8 sectors for & long-term model

and conversely pointe to the considerable uncertainty introduced
by a detailed input-output table.

In rractice, technologies embedded in the technical coefficients of
developing countries should be projected to reflect policy decisione taken
by national decision-makers (enterprises and government) and also
factors governing the international division of labour.

In general, however, failing information on such factors, the matrix
of input coefficiente for industrial sectors wae endogenously determined
to simulate a move towards "modern" technologies borrowed from industrialized
countries, while keeping some of the epecific regional features found in thre
base year table. To do this, the 1930 table of each region, for each
manufacturing sector, was computed as a weighted average of the base
year "technology" and the "technology" of a specific industrialized
country selected on the basis of the two countries' position in the main
component analysis. The weighting coefficient was made a2 function of the
ratio of the capital/labour coefficiente of the sector in the two countriees.

1/ The reaesons for regional similarities are yet to be explcred. One
may think of the size distribution ol enterprises and all "trrditional"
features of small scale industries. In other cases, the modern sector
is similar, due to same factor proportions, demand mix, output mix,
etc.

g/ There is a strong suspicion that many such biasses were introduced by
a8 blind RAS treatment.
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In the energy sector, the 199C vectcr was computed on the basis
of tre expected mix cf sub-sectors, as was done in developed countries.
In agriculture, construction and services, an ad-hoc treatment was
adopted, making the technclogy in agriculture fully endogenous according
to the value of parameters in the productivity equations arnd, for the
other two sectors, using empirical cross-country comparisons within each
region. In this way, care was taken not to destrgy the strong specific

regional characteristics observed in the main component analysis™, .

2. The productiviiv functions

Prodvziivity functions, relating investrmer: demand ané employment
rejuirements to outpul, were obtained by multiple cross-country regression
analysis. The dependent variable is productivity (gross value added at
constant prices per worker) and the exogenous explanatory variables:
capital per worker, value added coefficient (ratio of value added to
gross output), average size of plant, size of market. Before preserting
the results, a few words should be said on scurces and problems.

Tre mzin source of dataijas the Urnited Nations Yearbook of
industrial statistics {YIS) based on annual surveys conducted in courtries
a2t the enterrrise level. Information coming from reporting enterrrises for
40 ISIC three digit sectors, included: production (groos-output and value
added), employment, compensation of emrloyees, gross fixed carpital format:ion
by utilizing sector and size of establishment. These data were processed

for a sample of thirty three countries for the years 1967-76, and some

l/ This analysis summarizes and updates a number of internal rpapers, to
be consolidated in further putlications:

- The UNIDC contributions on technology characteristics on regional
models in the UNITAD Project (Y. Cho ané .. Koyer), June 198C,
submitted to the ACC technical working grour.

- Trend projections of inpat coefficients for the UNITAD Regional Tatles
(G. Margreiter and J. Skolka), June 198C,

- The main component analysis (B. Dissmann, A. Duval, J. Royer and
M. Weisser), July 1980.

- Construction of the base year matrices for the regions of the UNITAL
Project (V. Gregor, C. Margreiter, M. Mauler, . Oeltl and L.N. Rastogi),
June 198C,

2/ The only partial exception refers to socialist courtries were national
data on cafpital stock ard other variables were used.
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55 indicators derived from original data were computed for each of the 4C

o I
e ua
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1wo l1ikitations of ta ahoulid B¢ ment

seciors, oy coun'uyl-. 1
beyond their unknown degree of reliability; firstly, the scope of the
surveys, in each country,refers to a minimum size of establishments
varying fram 5 to 20 workers. Depending on the cut-off poirt, information
on small scale plants is missing, thus introducing a bias which can be
measured, for example, on employment figures for the wanufacturing sector.
The following table gives ar idea of the magnitude of the bias in six of
the UNITAD vegions:

Table 1

Foployment (million workers) in Manufacturing, 167

Region 1.0 source YIS source Ratio YIS/ILO
North America 20,226 18.952 C.94
‘Weetern Europe 42.472 36.275 C.85
Japan 13.46C 11,22 c.e4
Cther Developed 2.8C2 2.797 Cc.99
latin America 11.96C 1c.52C c.88
East Asia 8.48C 6.3202 C.74

The YIS source, weak as it may be for the six regions of the table
(employment bias between 1 and 26 per cent) appears to be the almcst
unique source for Africa and West heia, tmployment for the base
year had therefore to be guessed for these regions, by cutting down
the YIS productivity by a more or less arbitrary figure. For the
Indian Sub-Continent, the situation is reversed, the YIS data were
not acceptable and the ILO emrloyment figure was taken as a basis.
All in all, the production functione derived from the YIS source
were adjusted to take account of the cut-off bias by a multirplier
within the range of the ratio quoted in the table. The underlying
assumption is that the bias affects the level, not ‘he growth of
productivity, which may be a strong assumption.

y Altogether, this required the manipulation of more than 70.0CO data.
See internal note "An analysis of technology indicators", October 1979,
by J. Requena and J. Royer. ‘

2/ 110 source is based on Employment and Industrial surveys. ILC
publication aleo uses YIS estimates but such figures were not
retained for the above comparison. ‘
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The second limitatior of the YIS source is the absence of data on
cck. Feollowing severs]l anthores, an attemrt was made to comrute
a proxy for this variable. Electricity consumption per unit of output
was tested ard rejected and instead, the sur of gross capital formation
for five years (normalized for ten years) was retainedl{ A simple mode12{
making assumptions on the life of equipment in each sector, yielded e:-timates
of the carital etock, on the basis of the above proxy. Comparisons with
two countries, North America and Corea, showed that both this proxy and the
sunm of gross investmert for ten years were reasonatbly correlated with the
capital stock derived fram national sources (rank correlation C.95 among
sectore). Two a2lternztives were therefore available ir the model, as
proxies for capital per worker {(K/L), i.e. CAFLE (gross investment over
ten years per worker) and FKL (capital etock per worker estimate derived
from the former). In spite of theoretical adventages of PKL, CAFiE wae
retaired for the sske of simplicity, pending further studies on the complex
link between FKL and the "true" capital stock per worker. One additional
remark choulé bte made: there is no proportionality betweern CAFLE and the
true "K/L" especially where comparing developed and developing countries;
in fact, for countries with very high rates of manufacturing growth during
the observation period, like Corea, more capital was accumulated during
the decade 1967-76 than during any rreceding period, so that CAFIE ig
not far from K/L. This does not hold true for developed countries,
where gross investmert ‘ncludes a high rerlacement component.
The eeneral form of the productivity function is:
LP = f (Caple, Ivy, Tle, Du, t)
wvhere LF stands for the value-added per worker
Carle = fer a capital labour indicator (see text)

Ivy = for the value added coefficient (ratio value-added to gross

outrut)
Tle = for the average size of plants (workers per plant)
Du = for a variable on market size (see text)
t = for time

Du, is a decreasing function of total GNP, meant to measure the

influence of total market size (admittedly the domestic market only)

1/ See in particular ECEZ etudy on "Structure and change in the
Manufacturing sector'.

2/ VWriting I, = (r +)) Ky 19 where 1, stands for gross investment

for year t, r the exponential rate of growth of capital stock per
annum, A the rerlacement rate, and Kt—l the capital stock at the

end of year t-1. i
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sgince its value was calibrateé according to GRF in 1C€7C prices, so as to
divide countries basically into four groups: North America (Du=-1),
other DD'e (Du=C), large DG's (Du=1), i.e., GNF higher then 1G7C US$

7.5 tillion, small DG's (Du=2), GKF lower +than 197C US¢ ~.S billicen.
However, the definitiorn of Du varies with the sector (see detailed
analyais). A better indicator should te found in sectors where this
variable harpens to #xplain a2 large share of productivity. This will

be zttemrted in the future.

The multirle cross-country analysis is summarized below for each
sector separately. The variables have been entered in doutle logarithmic
(Lr) form, except Du and i, sc that the relation between productivity {(LF)
and capital-labour ratic (Cerle) is comparatle to a Ccbb-Douglas functicn.
However, the coefficient of Caple is likely to differ from that obtained
with 2 direct estimate of the capital stock, since there is no proportionality
between Caple and K/L. It should also be noted that the coefficient of the
averzge rlant size (Tle) introduces a further influence of latour, i.e.,
with a2 poeitive sign it denotec economies of scale, and with 2 negative

sign dis-economies of scale, with the srecial mearing giver here ic sczle {marycver,.

(i) Agro-food yroceseing industries

kL general remark is trat good estimztes emerged from the analyeis
for developed countries sepzrately (DD's) and for the whole samrle of
develoring and developed countries (DG's) but not for developing countries
alone (DG's). The explanation which suggests itself for the latter
finding is that this sector includes a number of traditional industries
which differ widely, in develoring countries, from country to country.
Two samples of countriec were therefore tested, with or without the

non-conformist develoring countries. The results are shown in tatle 2:
Table 2: 1967-1976 Froductivity functions, agro-~food proceesing industrier

Sample DU In Caple Ln Ivy In Tle Constant | RZ  DF
1) DD -0.26 C.54 0.92 cee 5.27 c.82 18
(-3.9)  (3.9) (2.6 (3.9) -
(2) DD + DG -0.22 C.21 ves o.zg 4.3; c.77 e
(complete*)|(-5.8) (5.%) (4.5 (5.4
(2) DD + IG -0.25 0.65 C.T8 ... 4.02 0.e4 28
‘;g%:s;“ (-6.5) (7.1)  (4.1) (4.8)

* See text. Note: Student-t variables are shown in parentheser.
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Ir ecuation (1), variable Iru it taken as -1.5 for Korth-imerican

courtries, and C for other developed ccurtries, except Spain (1) and
Greece (2). 1t is partially correlated with Carle (r=-C.5) tut it arpears
sigrnificant in the equation (t=-2.9), vhich seems to Justify its inclueion.
It may be taken as illustrating the strong influerce of the North-American
market size in explaining procductivity.

Variable ivy, in this equation, is more difficult to justify. The
gtraightforward explanation (it can be written as the complement to 1.
of the prorortion of material irputs in groes output) seeme to stanc,

i.e. thzt the larger the rropcrtion of material inputs, for a given

caritzl intensive coefficient, the lower the rroductivity. Twc remarks

should however be added. The first 1s that a number of modern food rrocessing
industries have botha Mghly carital inteneive technology and a high proportiosn
of material inputs. The fact that variable ivy is significant is therefcre

an evidence of the composite character cf the industry, as is well known,

and of the difference in output-amix among sub~sectors from country to countiry.
Srurious correlation betweer the productivity and the value-added coefficient
cannot, however, be discarded since the two variables have scame direct
correlation (C.6).

The average trends cf the exogenous variables in the sample have been
analysed, with the following results: no increase was found for the value-
a2dded coefficient, while variatle carle increases exponentially.

Equation (2), covering the whole samrle DD + DG's is interesting since
a good correlation (R2 = C.77) is obtained if the manpower size cf
enterprises is added tc caple as an explanatory variable., Variable DU
was taken ag -1.5 and O for DD*e, 1 arnd 2 for DG's according to size of
GNF., Ite coefficient is highly eignificant. That cf carple is emaller than
in the other equations, while that of rlant size 1is highly significant.
This equztion could therefore be used to illustrate the impact of emplciment
of a deliderate policy of small scale industries in rurzl areas, such as
that followed by some governmen:s, since plant size has a negative emrloyment effect,

Ecuation (3), in contrast, illustrates the technology of "modern”
agro-food proceesing industries. The sample of developing countries has
been restricted to a selection of countries with a capital intensive

coefficient above a given level. The coefficiente, it will be noted,

are very close to that found for developed countries alone, but are more
cignificant (variables t higher). R? is slightly higher (84%), in spite

of the inclusion of 10 more observations from developing countries.
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(ii) Cil extractior, coal extraction, other miring

Ecua*ions for the three eector are of the same typre and refer to develcred ard
develoring countries (DT + IG's). BHowever, no variatle DU wes included

for oil extractior, while for coal and other mining, DU only ta“es two
values, -1 for North America and G for all other countries. Moreover two

rpecifications are available for "other mining”. Resulte are giver irn .

table 3.

Ta*le 3: (il extraction, cozl extraction, and
other mining. Froductivity ecuzticrns

Sacple DU In CAFIZ Iln Ivy LnTle Constant P? OF
(1) il cee C.59 cee .es 1.2 c.72 10
I+ 6 (...) {...)
(2) Coz1 -1.2¢ €.5% ves .o 2,04 C.e2 15
L. 6 | (-2.9 (5.2) (2.7}

Y ey
(2} Ctrer |y 4 C.65 1.26 ... 2 (2 C.77 16

Miring ’
D+ D6 | {-2.7)  (6.6)  (2.7) 2.4)
(2) "~ -1.11 C.5C coe -C.36 5.42 c.71 16 !
(-2.6) (3.0 (=2.7) 2.7) ’

Note: Student~t variatlee are shown between parentheeer.

L stricking feature is that, in spite of the fact that these ecuations
were derived from small couniry samples (~rpecially o0il extraction), with
a differert country-mix, the capital-labour coefficient (caple) lies in
a relatively narrow bracket (0.55 - €.6%), except in the last ecuation
vhere marnpower size of enteryrise is entered.

Te inclueion of the velue-added coefficiert (ivy) in equation (2)
is fully juetified here, since spurious correlation seems excluded
(@irect corielation with productivity is C.4). This varieble, cn the
other hand, is correlated (-C.7) with manpower size, hence *he negative
coefficiert of variable Tle in equetion (4). 1In Fractice, however,
equation (?) will be used since it is difficult to predict the behaviour
of manpower size in the mining éector. T™his correlation conveys a

gtraightforvard interpretation of the influence of the value-adleé coefficient.
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The valuers of the exogenous variables in tne future are coaruted in
different ways:

For o0il, er assumption ir made on the future mix of irland and off-
shore oil derosits in each region, and the value for carle is taken as
weighted average of the two categories.

For coal, an exponential trend was found for carle, with an exponent !
higher than 1.

For other mining, exponential trends are also used for projecting
capie and ivy, with a high exponent for the former and a low one for the
latter. There seems to be a strong trené towards an increase of the
value-added coefficient in the future, but any evidence from exterrnal
sources could also be used instead.

(iii)Ctilities
The DU variatle for this sector was taken somewhat arbitrarily as

ranging from -1 (North America) to C (all developed courtries), 2 (all

S

developing countiries except Indiz) and 4 (India). intereetingly, this
cast arpears to give a good correlation between DU znd carle (-C.8). Thus, two

ecuations vere tested, with and without DU (see tatle 4).

Table 4: Froductivity functionmsfor utilities

Sample DU Ln CAPLE ln ivy Constant 72 DF
(1) DD + DG -0.32 C.60 1.6C 2,76 0.89 24
(-2) (s)  (4.7) (2)
(2) DT + DG coe 0.94 1.91 c 0.82 26
(46) (5)

Fote: CStudent-t variablers are trown in parentheces.

The correlation tetween DU and Carle rerults in lowering strongly
the coefficient of Caple when the two variables are taken (equation 1).
The high coefficient found in the second equation (0.94) can usefully be
compared with the 0.55 - C.65 range found for mining. The value-added
variable (ivy) has almost no direct correlation with productivity so that
spurious correlation is excluded. Once more, the variable is found to be
gignificant in a sector with a very diverse mix of eub-sectors, ranging
from thermic power plants (coal, 0il) to non-thermic plants (hydro-electric,

nuclear). There is some correlation between the two explanstory variablee

ivy anc Cagple (-0.6):but they appear to be both significant in the equations.




- 64 ~

Ar interesting feature is that a gooZ correlation seems tc exist
between the value of carle ané the rat.o of non-thermic to totzl energy
rroduction by contry. Thie therefore offers a means of making projections
of this variable, deriving the future mix of non-thermic and themmic plants
froem national energy rlans (as already krnown for 199C).
As to variable ivy, there is a elight increasing trend in developed .
countries, but no satisfactory solution was found how to project it for
developing regions, except for a slightly increasing trend. Fortunately,
the ehare cf this explanatory variable in the productivity is smzll, as

compared to that of carle.

(iv) 0il refineries

Variable DU was taken a2s -1 {or North America, C for other develored
countries and 1 for all develoring couniries. This variable hagprens to
be well correlated with caple (-C.75): vrefineries are less cari-al
intensive ir developing thar in developed countries.

Arnother finding is that the coefficiert of the time variatle (c.2¢C)
ie significant: there is therefore a +term for neutral technical rrogress

in the ecuation (see table S).

Table 5: Froductivity function
for o0il refineries

Samrle DU In Carle Time Constant R2 LF
Refineries -0.4C 0.25 3,2C 6.75 0.¢1 14
(-5.2) (7.9) (2.7) (9)

lote: CStudent-t variatlers are ehown in parentheser.
To note the high value of the constant, which exrlains a lerge part
of the productivity. This is reassuring since there can hardly be low

productivity technologies in this sector.

(v) Primary proceesing of basic producte

This mector includes all steel and metal processing industries,

chemical industries and building material .ndustries. They were

regrouped according to their highly capital intensive characteristics
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in develope? countries, an assumption whi.ch ic therefore putl to a test
in these ecuations.

Twe eguationy, denoted (1) for developed countries (DD's), and (2)
for all countries (DD + DG's) were obtained with cerle and ivy as explanatory
variables, with good R? (C.72 and C.74 respectively). The coefficients of
caple are similar (C.66 and C.67 respectively). The value-added ccefficient
has a low direct ccrrelation with productivity (C.4). There is no spurious
correlation, but the influence of the proportiorn of material inpute orn
rroductivity reflects the comrosite character of the sector, ar in the
cate of the fcod-rrocessing industry.

Ar. irteresting feature :'s that the time coefficient it significant in
ecuatior (1) fer develored countriec, where no time trend was found for
erxcgenous variatle carle. The orrosite holds true for ecuation f?!. whern
tzking ur develoring countries; here, carle is found to increase both
with merket size amd with time:

In Cap1e2 = =C.BC U 4+ 1.22 In Caple1 R? = (.59
(2.5) (1%)

wvhere Carle, and caple1 ctané for two concecutive five-year periods and

DU takes thﬁ value -1 (Yorth tmerica), C (D2's), 1 (large DG's), and
2 (small DG's).
Cn the other %and, time is not significent for that ejuation, which
Foints to a larcer influence of embodied technical rrogrese thar of neutral
technicel rrogress, in develoring countries. |
Eouatiqg_ﬁzl, for DD + DG's, shows a pesitive influence of plant size |
(variatle Tle) on productivity (economies of scale). !
Bquation {£), again for the whole samrle, includes variable DU, as
defined for ecuation (2). There is a good correlation between market {
size and capital intensiveness, so that the coefficient of caple, in
this equation, is much 1ower than in the preceding equation. Interestingly, :
g time trend arpears significant when adding up veriable DU, which is
gozpatible with the preceding findings. R is very high (0.86).
For trend projection gurposes, it can be noted that in developing ﬁ

countries, variables ivy ané Tle have a high exponential trend, while

this ie only observed for variable ivy in developed countrier.,
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Table 6: Froductivity functions for primary

€ haein wwadurnte
i T&ELC procucts

Samrle DU In Caple Inivy InTle t Constant B? OF
(1) ID only veo C.66 1.54 ... 0.9 2.6 C.72 14
(4.9) (4.9) (2.1) (2.6)
(2) IS + DG C.68 C.S7 - r,26 |C.72 27
(8.9) (4.6) (4.5)
2) 3L - G C.E%2 C.25 0.24 - 2.7 C.76 72
(.7) (4.2) (2.2) 2.6)
(2) ID + IG c.27 C.28 c.65 ... C.16 6.65 |Cc.86 71
(-5.2) (2.1) (2.0) (2.2) (7.8)
Kote: Student-t variables are shown in rarentheses.
Te sum  up, a number of noteworthy findings emerge from tiis

analysies: the role of technical progress, the capital intensiveness of
the sector and its composite character, and finally the economies of

sczle.

(v..) Light industry

Fo fully satisfactory relations were obtained for that sector. The
excellent R2 found for develoring countries (0.88 - 0.90) and for the
whole sample (C.91) are suspicious, eince the value-added coefficient
(variable ivy) appears *o have a high direct correlation (0.8 - C.9)
with the dependent variable, productivity. Spurious correlation is therefore
possible. This suspicicn is strengthened by two facts, i.e. for developed
countries alone, where the direct correlation is weaker (C.6), coefficiert
R2 goes down to C.44; again, one can see that the Student-t variable for
variably ivy is higher than for any other variable (see table 2.7).

As cen be expected large ylants in terms of manpower have a lower
productivity than small plants (the mame was found in the mining sector).

The trer.us observed for the exogencus variables are worth being noted:

high exponential trende for caple, found both in developed and developing

countries,are the only common feature. Instead, manpower size of enterprisees
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are growing expconentially in develcring countries but are constant in
develcred countries. The value addec coefficient, likewise, is increasing
ir: developing ccuntries, while found highly variable, with almost no trend,

in devreloped¢ countries.

Table 7: Productivity functions for
ligkt industries

Sarrle oy In Ceple In ivy In Tle Constant R2 " OF

(1) D2 C.42 2.71 6.97 C.t4 15
(2.1) (2.6) (z.5)

(2) G C.49 1.26 5.0€ c.ee 19
(2.8) (o) (4.6)

(2) DG -C.2 0.54 1.19 -C.24 5.9 C.92 17
(-2.1) (2.9) (1c.6) (-2.7) (6)

(2) 2D + DG -C.26 C.54 1.21 5.C c.S1 26
(-+.1 (15.¢) (5.6) (5.8)

Kote: Student-t variablee are ehown in parertheses.
To note that equation (2) (possibly adjusted to exclude variably ivy)
can be used to simulate employment-oriented policies with large plants in

terms of manpower.

(vii)Cerital goods

Ecuation (1) found for developed countries (zee tatle &) ghowe tte importance o1
market eize to explain the techrnology of this sector in developed countries.
The productivity is exrleined, with ar excellent R2 (c.88) by two variables
i.e. the market size TU (-1 for North America, +1 all other countries), and
the neutral technical progress. Student-t variable for DU takes a high
value (11), and the constant, a higher value (51). These findings, as
well aes the high level of the constant (8.8) all confirm expectationms.
A better relation (equation (2)), for the same grour, trings down

the student-t variable of the conestant, with two more variables, i.e.
the value-added coefficient and the manpower size of plant. To note that

the former variable (ivy), clear from any suspicion of spurious correlation

(no direct correlation with the dependent variable), can be said to capture
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the corrosite aspect of the sector, and that the latter var:iatle (Tle)
nas a negative coefficient {diccconomies of scale), a feature comratible
with what is known of the industry.

For develoring countries, as car be seen from eguation (f}, weak
correlations were found (R2 = C.45), with, however, a significant time
trend (neutral technical progress).

For the sample as whole two good relations (equations (4) ard (5))
can be found, one witk value-added, another with the capital-labovr
coefficient {(the two variables arpezr to be co-linear). As for develcped
courtries, the market size playe a major role (DU = -1 for Nerth hmerica,

C for develcoped courtries, 1 for large and 2 for small develofing countries),
with a Studert-~t variable egqual to 11. No spurious correlation is to be
feared with the value-added coefficient (no direct correlation with the
derendent variatle), ard its eyplanatory power again shows that the proportion
cf material inrut is an irteresting variable in a compesite sector. £
notevorthy finding is that the coefficiert of neutral technical yrogress

is significent in both egquaticns. Finally, the constant term, with & (too)

high Student-t valu:z. bears witness that the sector ras =&

kigh productivity in all countries. Its level, around 1(, is the highest
found in al) sectcrs.
Tatle £€: Froductivity functions for the
capital goods sector
Samrle D0 Ir Carle LnivylnTle t Constant R2 DF
(1) DD -C.45 cee vee ... C.16 8.8 c.e2 15
(-11) (2.2)  (51)
(2) DD -C.47 cee C.81 -C.24 10.9 c.oo 15
(-12) (2.11)(-3) (19)
(2) G -0,22 veo 1.5¢ ... 0.19 9.41 C.45 1C
(-2.2) (2.1) (2.0) (18)
(4) DL + DG | -C.28 (.12 cee ... 0.5 7.7 .85 29
(-11) (4.6) (2.1)  (26)
(5) DD + DG | -C.4% eee 1.4 ... C.2C .8 c.84 28
(-11) (4.2) (2.6) (7)
Note: Student-t variables are shown in parentheses.
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z, Conclusion

Cne methodclogr lesson and important policy conclurions can be derived
from this analyeis.

The methodological conclusion is that the figures derived from the YIS
source harpen to give a convincing and coherent picture of the technelogy,
in spite of the lacunae mentioned in the introduction: resulte expected
from direct knowledge of the different sectors wvere confirmed to a reaconable
degree in the econometric analysis.

There remains a major policy issue: To what extent can the 1/C tables
arnd the productivity functiorf permit trhe cimulation of technologies deviating
fror Korthn-imrorted technclogy? The cverall impression given bty tﬁis study
ie somewhat balanced: in the aralysis of I/C tablee, input coefficients
vectors founé in the agriculture, service and construction sectors arpeared
to have specific profiles by region. Fcr these sectors, labour and investment
requirements are obtained separztely (comrlementary factors) in the UNITAD
system, using cbserved labour arnd capital-output coefficiente. It wculd be
easy, in these sectors, to simulate latbour-intensive techniquee, ty deriving
observed va’ues from successful experiments in srecific regions.

In the manufacturing sectors, the anzlysis c{ productivity funct:.ons
conveysa general imrression that capital-labour eubstitution is regulated
by the same economic ecuatione ir 211 countries, whether developed or not.
Thie, it is yrobable, is rartially built in the sample cf enteririses
retained in the statistical source, which excludee very small scale
enterprises. Two remarks should however be made, Firetly, the exogenous
variables, ecspecially the capitzl-iabour coefficients, can be chosen so
as to lower productivity, insofar es observations (derived from existing small-
scale enteryrises in regions) yield such exogenous values. Second, the
menpower si.e of enterprises exrlicitly enters in the equations of three
eectors, agri-food processing, mining, and light industry, thus making
it possible to simulate a deliberate rolicy of development of labour intensive
industries (e.g. small-scale enterprises in primary processing, agro-food induetries)

To go any further in the simulatior of euch policies, would require
changes in the technology sub-system. One such change has been introduced
in the model for Centrally Flanned Economies, Asia, where urban and rural
industries have been separated. (me may assume, for low income regions
euch as Tropical Africa or Southr Asis, ‘hat the development of a modern

industry sector in urban areas might take place parallel to thi eetabliehment of a

low productivity industry sector in the rural side, at least for food
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rrocessing and ligh* industry, with 2 slow mcve of the "rural” technolog:

g

2
technology to simulate a rrogressive integration of

4 A,
9

- + % tey,
gwards the “urkan

tr

the whole economy. Such a rolicy is probably justified in large continents
with fragmented markets due to high transrort cost. There, a small sczle
rural industry could give income and emrloyment to a number of peorle
without being endangered, on account of market fragmentation, by the
high productivity urban sector.

The limits of such a paradigm for rural develorment are well kmown.
The market cf a remote rural region is never fully cut off fram the urban
sector for ail categories of goode: light rlastic materials, for examrle,
can surport high transpcrtation costs, Mcreover, acs the transport infra-
structure inyproves, marxet fragmertation decreases. These arguments have
their value, tut do not defeat the basic rhiloserhy of the paradigm, wkich
can be articulated arcuné two statements: (i) ro rural development can
take place without full participation of all concerned, which justifies
long-term investments and training proceeses in all fields of activities
(and net merely to make agric:lture more efficient). Thir is an essential
requirement for a successful progrescive integration of the rural secters
in the rnationzl ecoromy. (ii) Such an integration, in turn, may take
anything between 20 to 5C years, i.e. two cr three generations, in some areers
of Africa South of Saharz or the Indian Sub-Continent where costly
transport and telecommunications infrastructurecare to be consideratly
extended. Such a time lag both justifies and demands the develorment
ef the rural sector "per se". A final remark is that the same raradigm
can aprly ae well tc the development of remote and backward regions in
deveioped as well as in developing countries, where both the urbar and
the rural sector lag behind the "pecles" of advanced regions. Irn other
words, what is suggested here is merely a pari-passu extension to rural
development - the main areze of mass roverty of the third world - of a

well established experience gairec in regiornal develomment of the

developed wvorld.
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PART III: A SAMPIE OF OVERALL RESULTS

.

The model has been used to assess a range of future situations at the
regional level in 1990, consistent with three alternative sete of exogenous .
essumptions, broadly identified as scenarios, i.e. a "trend scenario”
published in the 1980 report, and two scenarioe on the theme of the Third
United Kations Development Decade. Most certainly, the results should not
be identified as forecaste, not even of a very bdrosd nature. They are
conditional projections providing a set of consistent results for the target
year given the projected values of the exogenous variables. Whether they
eare optimistic or pessimistic, plausible or implausible, desirable or not,
will largely depend on the accuracy of the exogenous predictions as well
as on the specification of the model itself. It should be observed, however,
that few, if any, long-term models can claim to give "accurate” magnitudes.
The interest of such models lies essentially in their capecity to compare |
in relative terms the results of different scenarios based on contrasted
assumptions. This is attempted in this part, wvhere the first section
refers to two scenarios related to the International Development Strategy
(designated IDS 1 and 2 respectively) applied to the Third Develomment
Decade. PFor each scenario, attention will be drawn to a precise definition
of assumptions, followed by a broad analysie of main results and, when
relevant, a comparison with the trend scenario. Finally, in section B,

some policy conclusions are drawn.

A. Two scenarios related to the Internatioral Development Strategy

1. Basic assumptions

These scenarios are meant to test the consistency of guantitative
targets and statements included in the text of the International Develomment
Strategy (IDS) for the Third United Nations Development Decade adopted by
the General Assembly in December 1980. This document addresses a rumber of
internatinnal and domestic issues and policies, leaving it to governments

and international instituticns to achieve a balance between many, possibly

| |
!f |
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conflicting, orientations. This justifies the attempt made here to explore
twvo alternative sets of assumptions, embodied in iwo scenarics, designated
IDS1 and IDSZ respectively, which differ essentially Yy their trade policies
and their agricultural policies.

A common assumption for the two scenarios, as derived from the text
of the IDS, refers to grovth ratee of developing countries, i.e. to achieve
in the 1980s a sustained 7 per cent annual growth rate for developing
regions ae a whole. Thus, the annual GNP growth targets for 1980-1990
were chosen g0 as to reach 7% for Latin America, 5.5% for Tropical Africa,
. for West Asia, 5.6% for South Asia, 6.8% for East Asia and €% for CFE,
Ateia. For developed market economy countries an average rate of X.*%, very
close to the rates tested in the trend scenario, was selected as against
4% for CFE, Europe, thus yielding an overall 2.5% growth rate for the North
as a whole. The corresponding 1975-1990 growth rates will be quoted in table
together with cbserved figures (196?-75) ané trend scerario (T scenario).

Since the scenarios are mean*t to illustrate favourable conditions fer
the growth of the South, common optimistic assumptions were made concerming
financial flows: CDA was assumed to reach the 0.7% target in the case of
developed market economy regions, and 2.5% of GNP in the case of West Asia.
The annual rate of growth of non-concessional capital flows is the same as
in the trend scenario (12% per annum), but softer terms and conditions are
assumed.

A minor difference refers to the energy price indices, which were set
in both scenarios at a much higher level than in the trend scenario: 2.8
times the 1970 real price in IDS1 and 4.1 times in IDS2, i.e. an average
annual ircrease of between 2 per cent and 2.5 per cent in real terms
during the decade,

There are two major differences between the two IDS scenarios: the
regional import substitution policiee for capital goods and the growth of
agricultural production. Using the market size variable, import functions of
scenario IDS1 have been apecifiedl/so at to simulate systematic regional
policies allowing capital goodes industries to develop in each region on
the regional market as a whole. In scenario IDS2, inetead, conservative
trends for import subetitution policies govern import functions for
machinery and equipment2. 80 that assumptions of restrictive busineer

practices and fragmented regional markets can be said to pre&nil.

1/ See part II, A on the trade sub-system.
2/ The elasticity of importe with respect to GDP growth rntes is vq:y
close to observed values (endogenously computed).

1.C




On the agricultural side, both scenarios meet the IDS mirimum target
of a 4% growth rate in terme of gross output for develorings countries as
a whole (equivalent to 2.2-2.4% in temms of value added), but the growth
rate for IDS1 (4% in terms of value added) is set much higher than for
IDS2 (2.4% in terms of value added). No institutional change is made in
the agricultural sector, so that unemploymert implications, if any, can
only be attributed to growth.

To sum up, scenario IDS1 eimulates conditions more favourable to the
success of the Strategy than scenario 1IDS2, in that the former illustrates
a beginning of a South-South economic co-operation process (as in the trend
scerario) as well as a vigerous development of the agricultural sector
(ir contrast with the trend scenario), whereas conservative assumptions on
these two issues ere made in scenario IDS2.

~

<. The energy balance

Special attertion was given in both scenarios to the recommendations
made in the ILS concerning energy conservation and the development of energy
resources. Reductions in energy inputs in developed countries were assumed
to reach high levels, ranging from 65 per cent to 80 per cent. These
reductions were derived from a study by the Intermational Institute for
Aprlied Syertems and Analysis (IASSA) for market economies and from an ECE
study for the centrally planned economies of Europe (CPE, Europe). Next,
the 1990 supply capacity of the energy sector, subdivided into the four
sub—sectors already mentioned, was computed outside the model for each
region from ar ECE studyl{ In order to make the endogenous energy production
of the model smalier than or equal to this maximum capacity, the trade shares
for the energy sectors and the coefficients of energy import equations were
parametrized. In this way, in all regions except three; energy imports
were made to equalize the difference between demand requirements and the
maximum supply capacity. The exceptions are, besides CPE, Asia, the two
main oil producing regione, i.e. CPE, Europe where the energy output happened
to be below the maximum capacity, and West Asia, where the output level was
allowed to be fixed endogenously to generate exports commensurate to the
requirements of oil importing regions.

An examination of the results for the world energy balance of scenario

IDS1, keeping in mind the sssumptions made, leade to the following conclusions:

1/ These levels are close to those included in World Development Report, 1981
(Waehington DC, 19681) table 4.1.
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- The "required” energy output for West Asia (which can be translated
in terms of oil ana p-) exceeds ibe assumed "cepacity” of ibai region (1.6
billion tons of oil equivalent) by 18-65%, depending on the trade share of
CPE, Europe. This excess can be reduced to 10% if the figures for primary
sourcee of electricity (hydro and nuclear electricity together) are revised
upvard according to the latest estimates made in the three major oil importing
regions (North America, Western Europe and Japan). Altogether, the model
conveys the conclusion that a 7% growth rate of developing regions would
generate conflicting claims on scarce o0il and gas resources even on the
generous assumptions made for energy conservation in the North.

- The resulting tension on the oil and gas markets could only be
eased, ceteris paribus, if the expansion of coal and primary sources of

electricity in the North during the decade exceeded the requirements as
receritly estimated by the goverrments concerned, so as to release additional
oil and gas supplies for the South. Alternatively, industrialized countries
might finance new energy sources, including oil exploration, in developing
countries. This would obviously call for an unprecedented negotiation at
the world level based on the fulfilment of two conditions: a consensus

to guarantee sufficient o0il and gas resources for the growth of the South
and an investment effort based on a long term planning of energy resources
for the world at large.

- The scenario can also be interpreted as an indication of the treade
reorientatior. needed to achieve a better energy balance in the future: an
increase in energy trade within CPE, Europe; the same within North America;
a substantial decrease of the West Asian share {0il) in Western Europe and
Japan, and a corresponding increase of the shares of CPE, Europe (coal, gaa),
North America (coal) and the OD region (coal, gas) in the imports of Western
Europe and Japan.

Two attempts were made to test the sensitivity of the conclusions on
the assumptions made:

- The first consisted of constructing a variant with a low growth
assunption for the North, which will be fully reported in section 7. Thie .
showed that a 1% decline in the growth rate of the North decreased the
world energy output by 0.7% (0.8 for the North and 0.3 for the South), thus
restoring the world energy balance at the maximum capacity level.

- The second consisted of increasing the real price of energy (with
no other change) by 10% compared to the IDS1 level-l-{ The increase proved

_1/ This can be done in the model by manipulating the incremental internmational
price for energy.
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almost sufficient to restore the world energy balance at the maximum capacity

....... ) Y

ievel. This resuit snould, howevér, ve considered

the model seems to cverestimate the response of demand to a price increase.
It may nevertheless be concluded that, with a 7% grovth rate for the
South and a 3.5% growth rate in the North for the decade, the energy market
would be extremely tight, generating tensions comparable to those obeerved ’

in 1979-1980.

7. The sectoral structure and the trade dependency

The sectoral structure, for the Scuth as a whole (DGM regions) seems
at first glance relatively stable in volume (1970 prices). Two different
breakdowns are shown in Table 1.1 together with 196%, 1970 and 197%
observed structures, and the trend scenario (denoted T).

The first result to be commented is the relatively stable proportion
found for the manufacturing sector in 1990, i.e. 22.2% of GIP for scenarios
T and IDS2, and 20.8% for IDS1 (as compared to 16.1, 18.1 and 19.4 in 19632,
1970 and 1975 respectively). Eowever, this apparent stability is strongly
dependent, in reality, on the assumptions made for the energy and agricultural
sectors. The growth of the manufacturing sector is obtained, in scenarios T
and IDS2 at the expense of the constrained growth of agriculture and partly,
in the two IDS scenarios, at the expense of the constrained energy sector
(see breakdown A). This, in turn, is related to the technology impos.d
exogenously for these last two sectors.

Another interesting feature relates to the difference found for the
capital goods sectors in the two IDS scenarios, i.e. 4.9% (IDS1) versus
4.2% (IDS2). The higher growth rate found in IDS1 can be directly traced to
the assumption made in this scenaric on the high proportion of intraregional
trade of equipment goods among developing regions. As far as embodied
technology is concerned, this growth of the capital good sector can be
clearly interpreted in termes of a reduction of technological dependence.

The beneficial effects on the balance of goods and cervices will be
revieved in a further paragraph.

As against these differences, it is worth noting that the relative

importance of the basic product sectors (mineral mining and primary
processing) is very similar (around 9.3%) in the three scenarios in

spite of highly differing assumptions. This can be ascribed to a mumber
of offsetting different uses (fertilizers used by the agricultural sector,

primary metallurgy by industrial sectors and construction). Another general




T A Growth Rates Assumptions for each Scenario®/(1975-90)
&igﬂ? 1975-90 T | 1975-90 IDS1{ 1975-90 IDS2
Developing regions GDF Agri CDP Agri GDP Agri GDP Agri
LA/Latin America 6.1 22 5.5 3.0 6.3 5.2 6.3 4.1 -
TA/Tropical Africa 4.5 1.6 3.7 2.6 4.8 3,2 4.8 2.6
NE/Vest Asial 7.0 1.7 5.9 30| 7.8 sS.3| 7.8 3.0 .
IN/South Asial/ 3.6 2.4 3.5 2.5 5.0 3.1 5.0 3.1
AS/East Asial 7.2 26| 6.0 41| 1.0 38| 7.0 4.0
Total DGM 5.7 2.6 5.2 2.9 6.3 4.0 6.3 3.4

oa/c.p. hsial 6.0 35| 6.0 35| 6.0 35| 6.0 3.5

Developed regions

KA/North America 3,7 1.0 2.6 P/ 2.9 9/ 2.9 9/

b/ 19 19} f
WE/Western Europe 4.5 1.7 3.0 .7 2.9 7. 2.9 .+. ;
JP/Japan 8.9 2.8 4.9 9/ 5.9 9/ 5.9 33/ |
OD/Other Developed 5.0 4.1 ) .-?{ 4.5 .-?( 4.5 .3(
Total DM 4.5 1.7 3.0 ? 2.3 y 2,3 ﬂ
EE/C.P.Europe 6.7 1.6 so M| 20 Y| a0 Y

a/ Average rates for the decade 1980-90 are given in the text. The table is
meant to facilitate a comparison between 1975-90 ratee and the observation

period (1963-75).
b/ Endogenous in the model.

1/ In the text, the names of the regions are shortened as in the table.
Initials are aleo used, as follows:

Full Name Text Tables
Develoring regions: Latin America Same LA
Tropical Africa Same TA .
North Africa & West Asia Weset Asia NE
Indian Sub-Continent Jouth Aszia 1IN
East & South-East Asia East Asia AS ,
CPE, Asia Other Asia OA
Developing Market Regions DIGM DDM
Developed regions: North America Same NA
Market Economies, Europe Western
Europe WVE
Japan Same J
Other Develored OD Region 0D
CPE, Europe Eastern
Furope EE

Developed Market Regions DIM DDM

|
|




Table 1.] Sectoral Structures (DGM as a whole)

In percent of GDP

1962 1ete 1975 1990 T 196C IDS: 1990 IDC2
———— -—~actugl-————cwe
i Ereakdown 4 E
| hgriculture 71,0 25.2 21.8 15.8 15.8 14.5 |
g Food Industry aee 4.4 4.0 2.5 2.8 1.5 }
i Energy cos 7.2 6.7 6.2 5.9 5.7 |
l Basic Froducts| ... 5.7 6.0 9.1 9.3 9.4
| Light Industry| ... 5.9 6.1 6.1 5.5 5.8 |
_Capital Goods | ... 2.7 2,5 4.5 4.9 4.2
. Construction 5.3 5.4 6.0 7.1 7.9 7.7 |
. Services 42,2 47.4 45.9 _47.6 _47.9 _49.2 .
! GDF 100,0 10C.0 100.0 100.0 1C0.C 1C0.C
? Breakdown B
'Agriculture 711.0 25.32 21.8 15.8 15.8 14.5
Utilities 1.1 1.5 1.7 2.5 2.2 2.2
Manufacturing | 16.1 18.1 19.4 22.2 20.8 22,2
Mining 4.2 6.2 5.2 4.8 o2 4.1
i Construction 5.3 5.4 6.0 7.1 7.9 7.7
Services 42.3 4.4 45.9 47.6 47. 49,2
GDFP 10C.0 100.0 100.C 100.0 100.C 100.C
' Final Demand
Capital
formation 15.0 17.6 21.3 25.0 27.2 26.5
Net exports
(volume) +0,7 -0.1 -£.0 -5.5 -2.2 -11.6




feature is the relative decline of the light industry sector in the two high
growth scenarios, IDS1 and IDS2 (5.5 and 5.8 respectively), as compared to
1975 and the trend scenario (6.1%). Clearly the major beneficiaries of a

high growth process are the primary processing and the capital good activities,

which together account for 14.2% and 12.6% of GDP in IDS1 and IDS2, respectively, .
as compared to the observed figures of 8.4% in 1970, 9.5% in 1975. This can
be explained by the fact, already noted in the trend scenario, thzt the two .

sectors are mutually supporting: the basic product sector is highly capital-

intensive &and its growth rrovides an outlay to the carital good sector,

which in turn consumes (in the I/0 iable) wuch of the output of the primary

sector. Ac already seen ir the trend scenario, both sectors play (in the

model as in the real world) a crucial role in the process of industrialization.
In this connection, it is interesting to compare the trade dependence

for the largest part of the manufacturing sector, i.e. basic products,

light induetry and capital good industry, in the different scenarios.

In Table 2, the trade self-sufficiency ratio is defined as the ratio of

domestic gross output divided by the sum total of supply, i.e. domestic

gross output plus imports from outeside the regio.l.

Table 2. Self-sufficiency ratios for manufacturing sectorsé/

(in value terms)

[ -1

Regions Aizzgl 1990 T 1990 IDS1 1990 IDS2
L4 84.7 86.8 86.3 8%.4
mA 63.6 59.1 58.6 60.9
NE 62.4 58.2 70.1 52.4
IN 87.4 84.4 87.8 8.8 .
AS 6.0 65.7 £9.4 60.5

Averageb/ 73.8 71.7 77.4 €7.7 .

a/ For definition, eee text.
3/ Harmonic average of LA, NE, IN, AS,

As could be expected, in four out of five regione the self-sufficiency
ratios fall down sharply from scenario IDS1 to IDS2. Leaving atide Tropical

1/ This ratio is computed in value term, although in volume term, a
close but somewhat higher self-sufficiency ratio is generally found
on account of higher import prices.




Africa, with an industrial base too small to gain full benefit of intra-
regional co-operation, the average [igures for the four regions are
striking: self-sufficiency increases only in scenario IDS1 (77.4), compered
to the observation period (72.8). It decreases in the trend scenario (71.7),
where assumptions are similar to thcse of IDS1 but where overall growth is
lower, and it decreases even further for IDS2 (67.7) on account of the trade
policy. The overall philosorhy of these noteworthy results can be
summarized as follows: fragmented regional markets generate an increased
deper.dence from the North, whereas as shown by scenario IDPS1, collective
self-reliance at the regional level in the capital goods sector decreases
the overall dependerce in marufactures.

It may aleoc be noted in Table 2 that Latin America and South Asia
are by far more self-sufficient than other regions in the observation
period and all three scenarios (ratios above 80%). As againstthie, the
vulnerability of East Asia, which it developing on the world market, is
conspicuous (66% ir. the observation period and scenarioc T, around 70% in IDC1

and 60% in IDS2).

4. The balence of goods and services

Another way of looking at the same issue is to analyze the balance
of goods and services. The comparison will be restricted to the two
IDS scenarios.

In Table 3, the major common feature of both scenarios is the heavy
weight of energy balances in developed market economies (DDM) (respectively
$561 and $606 billion, i.e. about 4.6 per cent of their GNP), the major
part of which is transferred to the West Asian and North African region
(respectively $288 and $400 billion, 2.1 per cent of the GNP of DDM). Ancther
important part of the balance is transferred in both scenarios to Eastern
Europe ($117 and $129 billion reepectively, i.e. about 1 per cent of the
GNF of DIM), on the assumption that that region could supply important
amounts of oil, coal and gas. In contrast with developed market economiee,
the energy trade of developing market regions appears at first glamnce
reassuring. West Asia, as already seen, accumulates large surpluses,
while Latin America, Tropical Africa and East Asia exhibit modest
positive balances; South Asia alone has a small negative balance in
both scenarios. This optimistic picture, however, mer-sly reflects
the geographic distribution of 0il deposits in the South and conceals
the large deficits of developing oil-importing countries, i.e. the
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majority of latin American, Tropical Africzn and East Asian countries.
The positive balance of the South displayed in both scerarios b~ars
witness, nevertheless, to the potential benefit to be derived from a
South-South policy of solidarity between cil importing and exporting
countries. Such an assumption, it should be observed, seems more
compatible with scenario IDS1 than with scenario IDS2, which is
dominated by North-Scuth linkages.

Sharp differences between the two scenarios are found for the
other two commodity groups, i.e. agricultural goods and manufactures.
1t should be recalled that in the two scenarios, the rate of growth
of agricultural production is exogcnously given, with a view to testing
the impact on the trade ba'ance. For develouping countries as a whole,
the balance of agricultural goods is almost in equilibrium fcr scerario
IDS1, with a 4 per cent annual growth rate of agricultural production
in terms of value added (i.e. about 4.8 per ceni in terms of gross
nutput), and is heavily negative (-$129 billion, i.e. %.1 per cent of
their GNP) in scenario IDS2, with a 3.4 per cent annual growth rate
of agriculture (about 4 per cent in terms of gross output).

These resulto confirm the importance of the agricultiural growth
target in the IDS, which is exactly reached in the second scenario
and should therefore bte considered as a minimum, although it appears
relatively amtitious as compared with the past (2.6 per cent annual
growth rate in terms of value added). Moreover, the table shows thnat
the deficit of the South in scenario IDS2 is entirely attributable to
two regions, i.e. Tropical Africa (in which a 2.6 per cent annual
growth rate was assumed, as compared to 1.6 per cent in the past) and
West Asia (in which a 3 per cent annual growth rate was assumed,
against a paet trend of 1.7 per cent).

The balances of manufacturee, ae it can be seen from the tatle,
are consistently negative for all developing regions (with the
exception of South Asia which reaches equilibrium in IDS2), but the
magnitude of the deficit in IDS1 is on an average 70 per cent of its
value in IDS2 ( $324 billion compared to $484 billion, i.e. respectively
7.7 per cent and 11.5 per cent of the GNP of developing market economies).
The comparison, therefore, suggests that developing regions could cut down
by 30 per cert their deficit in manufactures trade by a better integration
of their capital goods induetries within regions.




Tadble 3

Net exports in billions of 1990 dollars

Regions l\gxdenltural Energy Mamfactures Total, including services
goods materials | & oreu Billion dollars | % GNP of region %GNP-DDM
LA, IDS1 21 45 -56 -13 -1.0 -0.10
2 14 39 ~76 -49 -3.8 =0.37
Ta, IDS1 -1 19 -58 -44 ~11.4 -0.3%4
2 -45 14 -54 =92 -24.9 -0.70
NE, IDS1 -1 388 =179 133 11.1 +1.40
2 =127 400 =294 -46 =247 =0.35
IR, IDS1 -2 -5 =2 =12 -3.1 -0.09
2 9 -15 ¢] -8 «2.0 -0,06
AsS, ID31 -3 15 -29 =15 -3.1 ~0,11
2 +20 36 -60 -6 -1.3 -0,05
- A11 DG less NE: -84 less NE: -3.3 -0.64
ms 1 14 462 =324 guth RE: + 99 gvim NE: +2.4 §*°'76
2 =129 474 -484 -201 -4.8 -1.54
All DDM
IDS 1 ~24 -581 349 -218 =1.7 =1.7
2 107 ~606 495 46 0.4 0.4
Eastern Purope
IDS 1 -7 117 -5 113% 2.2 .o
2 2 129 8 147 2.9 oe
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This result, though, does not apply equally to all regions. Leaving
aside South Asia (where no intraregional integration was assumed in this
exercise for methodological reasans)l{ no benefit from integration appears
to materialize for Tropical Africa, where the industrial base is too small
to bave a eignificant effect in the decade, so that three regions seem to
contribute to the overall gain, i.e. in increasing proportions, Latin
lmerica, West Asia, and East Asia. In the latter region, the deficit in
menufactures is reduced by about 50 per cent between the two scenarioe
(-829 billion compared to -$60 billion), a remarkable achievement, which
can be traced up to the past behaviour of the region, as simulated in
scenario IDS2, when declining trends were observed in the intraregional
trade for equipment goods. The reversal of this trend, in recent years,
seems to suggest that businessmen for East Asia have received econamic
signals rointing to the same direction as the conclusions reached in
this exercise. In latin America and wWest Asia, where long-establiched
policiec have tended to encourage irtraregional co-operation in manufactures,
past indicators of economic integrationg{ relating to the trade of equipment
goods, used to suggest up to 1975 a relatively statle level among Latin
American countries and increasing trends among srab countries. The comparison
between the two scenarios would tend to prove that further integration of
equipment goods would bring about in 1990 a decrease in the deficit for
all manufactures of 27 ver cent and 40 per cent in Latin America and West
Asia respectively.

The overall balances of goods and services (adding up services to the
three categories of goods reviewed abcve) should now be briefly considered.
For developing regions as a whole, there is an overall surplus in scenario
IDS1 of £99 billion, 2.4 per cent of their GNP) on account of the surplus
in West Asia. Excluding West Asia, the deficit rzaches 84 billion, i.e.

3.3 per cent of the GNP of the f»ur regions conc:rned. In scenario IDSZ,

the whole area is in the red, with an aggregate deficit of $20l1 billion,

l/ Thie will be attempted shortly in a new exercise.
2/ See delta coefficients in part 11, A.
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almoet 5 per cent of their GNP, In the first scenario, the deficit of the
four regions corresponds to a transfer amounting to C.64 per cent of GKP
of developed countries; in the second scenario, the deficit for the five
regions exceeds 1.5 per cent of the GNP of developed countries. For the
more "realistic"” scenario in terms of present policies, i.e. ecenario IDS?,
the largest deficit is found for Tropical Africa, (11.1 per cent of ite GNP,
0.7 per cent of the GNP of developed countries). Latin America and West
Asia exhibit deficits in absolute terms about one half of that magnitude
(2.8 per cent and 2.7 per cent of their respective GNPe, about 0.36 per
cent of the GNP of developed countries), while South Asia and East Asia
are closer to equilibrium (2 per cent and 1.3 per cent of their respective
GNPs, about 0.05 per cert in terms of GDF of developed countries).

The reverse situation obtains for developed market economies, i.e. a
large deficit for IDS1 (-1.7 per cent of their GNP) and a emall surplus
for IDS2 (0.4 per cent of their GNP); a glance at the breakdown of the
balances for developed countries is enlightening: the energy till, on
the negative side, is about the same for both scenarios, but in IDS],
net exports of manufactures alone cover to 60 per cent of the bill ané net
exports of agricultural goods are negligible. In IDS2, instead, the energy
bill is paid for as to five sixths by net exports of manufactures, and as
to one sixth by net exports of agricultural goods. The surplus, in that
case, is almost entirely attributable to the net export of servicee.

A last remark should be made: the overall balances for developing
regions are extremely volatile from one scenario to the other, depending
on the four characteristice evidenced in this exercise: the rate of
growth of agricultural output, the real price of energy, the trade policies
for manu:factures, and obviously the relative growth rates of the South and
the North. These factore are by no means the cnly determinants of the
trade balance, but their contributions in thie exercise cannot but lead
to the conclusion of the great vulnerability of developing countries to
the North-South linkage simulated here. The sensitivity analyses made on
the UNITAD model give broad indications on some of the alternatives. For
examrle, within the prevailing institutional framework of agriculture in
developing countries, the balance of wgricultural goods is not found in
equilibrium for growth elasticities relative to GDP below 0.5 for lLatin
America, 0.65 for Tropical Africa, 0.7 for West Asia, 0.6 for South Asia,
0.95 in East Asia., The magnitude of the problem is clearly demonstrated
by a comparison of these figures with observed elasticities in the last
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fifteen yeare in Tropical Africa (0.35) and West Asia (0.24). The present
gap betweer past trende and required growth within the present framework
would therefore seriouely endanger the achievement of a 7 per cent overall

growth rate, as thown by scenaric IDS2,

5. The current payments and the debt problem in scenario IDS2

& word of caution is in order in interpreting the results of the
model for currert payments, in view of the simple treatment of capital
transfers in the UNITAD model. Both the total amount of these transfers
and its distribution among developing regions are exocgerious figures,
juet like inflation trends. The merit of the model, 1t is hoped, 18
to assess the 7 growth target in relation to the unmanageable debt
problem. Secenario IDS2, which eimulates a continuation of the North-
South linkage, will be used for the demonstration.

Starting with the current payment balance, Tatle 4 shows the
balance of each developing region 1n relative terms on assucptions

made in this scenario.

Tatle 4

Current balances of developing regions in 199C jIDS?)

Trade Current payments Payments balance
gap ! balance (after ODA)
(before ODA)
(% of GNP
———— (% of GNP of DDM)--eeomeene ~— | "of each
region)
Latin America - 0.27 - 1.0% -1.00 ~1C.3
Tropical Africa ~ C.70 - 0.78 -0.19 ~ 6.7
wWest Asia - 0.35 + 0.64 +0.3% + 2.9
South Asia - 0.06 - 0.09 +0.16 + 5.4
East Asia 41- 0.05 - 0.3 -0.24 - 6.3
L

The analysis of the trade gaps (first column) already pointed to
the critical situation of three regions, latin America, Tropical
Africa and West Asia, especially Tropical Africa. Adding up interest
on outstanding debis, including remitted profits, interest on aho%t

termm financing payments and migrant remittances, the secnrnd coluar
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reveals a fairly different ranking. The situation in Latin America srers
by far the worst, with a payment gar exceeding 1% in terms of GKF of
developed countries, followed by Tropical Africs (0.78%, not very different
from the trade gap), and East Asia with a serious gap (0.22% compared to
0.05 as a trade gap). West Asia, this time, has a poeitive payment balance
(+ 0.64), reflecting its position as a money lenderl( South Asia's gap
remains small, Eince no account was made here of the debts incurred in recent years.
1f 82% of JDA is directed to South Asia and Tropical Africa, the
balance becomes largely positive (5.4% of GNP) for the former, but negative
for the latter (~6.7% of GNP). Even with a different ODA allocation as
between the two regions (keeping South Asia just in equilibrium). the gar
for Tropical Africa may become more manageable. However, no
mattei how the remainder of CDA is allocated, Latin America and East Asia
remain with huge gaps (10.2% an” €.%% respectively in Table 5) which can
be traced to the capital-service burden (6.8% of GNP for Latin America
and 7.9% for East Asia). In both regions, & continuous growth of
borrowing appears necessary in order to service the gigantic debt
(ircluding direct investmert) which is almost multiplied by 10 as
conpared te itc 1975 value. This strengthens the conclusion already
reached in the trend scenario, i.e. the absolute need for these two
fast industrializing regions to keep under contrci the growth of their
outstanding debt and of direct foreign investment. It also provokes
rather pessimistic views on the possibility of these regions to achieve
the IDS growth targets on the tasis of North-South linkages simulated

here.

6. A comparison of employment figures

The model computes the labour demand by sector, with a sroportion
of labour assigned to the rural area. It ihen compares separately
labour demand and supply between urban and rural areas. Exogenous
supply figures are derived from the studiez on rural/urban migrations
made by the Populaticn Branch at United Nations Headquarters. Needlees
to say, the absolute figuree should only be taken cum grano salis, but

it is hoped that the comparieson among scenarios cen give an idea of

changes in relative terms. Table 5 summarizes the main findings (including
the trend scenario, denoted T):

1/ 1t should be recalled that the region includes a number of capital
exrorting countries and that, as was the case for the base yerr,
trade deficits can coexiet with a large outflow of capital transfers.
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Table 5

Labour gap figures in 1990 (millions of workers)

Urban areas Rural areas Total

T | IDS1 | IDS2 T | IDS1} IDS2| T IDS1 | IDS2

Latin America 59 56 54 -16 | =27 | -22 43 29 32
Tropical Africa| 18 12 9 58 53 58 76 €5 67 .-

West Asia 4 -2 -6 13 6 13 17 4 7
South Asia 26 3 17 150 (127 145 166 120 162
tast Aria 15 9 12 52 52 52 68 61 64
£11 DGM 132 78 86 258 | 211 246 390 289 232

Urban employment is clearly related to the growth process:
the two IDS scenarios yield labour gaps of the same magnitude, roughly
62 per cent of the trend scenario level for the South as a whole. This
can be observed in all regions, including West Asia where negative
figures mean that, with the assumed GDP growth rate (7.8 per cent),
rural/urban migrations are too glow to feed labour demand in the urban
areas. The immigration of workers in West Asia from other regions, as
can be observed today, may be taken as an illustration of these tensicps
in the labour market in the gulf area.

The difference between the two IDS scenarios depends on the re.ative
growth of capital-intensive versus labour-intensive industries, which
itself is related, through the 1/0 table, to the structure of final
demand and to the technology. Thus a drive towarde capital-inteneive
sectores can be observed, from IDS2 to IDS1, in latin America, Tropical
Africz and West Asia, and the reveree prevails in South and in East
Asia. Altogether, three regions suffer from significant urban unemployment
both in the trend scenario and in scenario IDS2, the two scenarios deminated
by conservative trenis and policiee, i.e. Latin America, South Asia and
East Asia. Tentative as these figures may be, they convey an ides of
the magnitude of the social problems.

Rural unemplovment, under the assumptions made on the growth of
the agricultural sector (which is preeminert in the demand for labour)
and internal migrations, hardly decreases for the South as a whole.

The difference is particularly small (less than 5 per cent) between
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{he trend scenario and IDS2, just because the growth rates of agriculture
have bteen taken as identical in three regions, i.e. Tropical Africa, Weet
Asia and East Asia. A fifteen per cent decrease can be observed in scemario
IDS]1 for the opposite reason, i.e. a general rise in the growth rate of
agricultural outputs. On an average, with all reservations due to the
difficulty of quantifying such unemployment, the figures for the trend
scenario represent between 30 and 25% of the working age population in
rural areas - one worker in three. This mey be taken as a warning signal
drawing attention to the social cost of a low growth cf rural ouiputl.
This calls for efficient policies to reduce this figure, e.g. a different
technology with or without a change in the distribution of assete in the
sector, and an in:reasing number of labour-intensive rural industries.
Altogether, total unemployment figures are extremely high in the
three scenarios, although the total labour gap of the two IDS scenarios
is significantly lower than in the trend scenario (by 15% in scenario
IDS2, by 26% in scenario IDS1). It is difficult to check outeide the
urban area whether unemployment is increasing or decreasing in relative
terms as compared to the base period. A 2.5% growth rate of employment
seems however to be :chieved in the industrial sector in scenario IDS1
and IDS? if the results are compared to ILC figures for the base year.
This, it should be noted, complies with one of the recommendations of
the International Development Strategy, but it does not contribute much
to the absorption of the unemployment inherited from the past, since this
rate is in most regions lower than the ropulation growth rate.

7. A variant of scenario IDS]1 with low growth for the North

In scenario IDS1, large trade imbalancee were found in developed market
economiee, zbout 1.7% of current GNP, essentially on account of their
energy bill. These findings, therefore, invite an exploration of the
implications of a lower growth rate for the North, 1.6%, i.e. one half
of that previously assumed (other assumptions unchanged).

A brief review of the reaction of the UNITAD mystem can be summarized

ae follows:

1/ In Latin America, rural unemployment is negative, i.e. transtorrvd
to the urdban area, it is significant in Tropical Africa and Fast
Asia and it reaches peak levels in South Asias.
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- As was already stated, the world energy balance is definitely
restored.
- The trade balances of developed market economies improve

substaqtially in all regions, with a small negative gap (-0.5% compared
to -1.7%, relative to GNP) for thre Tegion as a whole. Eastern Europe
loses two-thirds of its net surplus and apprcaches equilibrium. -
- As to developing regions, the trade gaps which appeared to
be moderate in the ID31 scenario, exceed now 5% of GNF both in Latin .
America and East Asia. These two ré;ions must now service not only
their long-term debts (pr&gramme finencing) but also large short-term balance of
payments financing, so tnat the Latin American current payments gav
increases by 50 per cent and the Easi Asian gayp triples.
This is enough to illustrate both the sensitivity of the model
and the sad conclusions wﬁich it leads to. Develoring countries cannot
sustain the 7 per cent IDS target on the assumpiions of the low variant
of the North. This is obvious for Latin America and East Asia, but the
same conclusion may as well be extended to Tropical Africa and South isia,
cince the doubling of the ODA required to make good their current gap is
hardly plausible in a sluggish Rorthern economy. The South therefcre
aprears extremely vulnerable tc the growth of the North, with perhaps
one qualification, i.e. South Asia, vhich arpears less dependent on
account of its relatively low particivation in world trade and its
low level of indebtedness.i/
If the results of the low and high IDS1 variants are compared,
developing regions seem to be squeezed Dbetween a high growth rate for
the North, which brings unbearable tensions to the energy market, and
a low growtn alternative, in which their exrort earnings are shrinking.
Results snould obviously be worse for scenario IDI2 when a strcnger
North-South linkage prevails, so that the only way out for the South ’
seems to be to generate a growth procrss less dependent on the world
market. Othar scenarios of economic ro-operation among developing .
countries are therefore escential to «xplore rlaurible conditions to

fulfill the International Develorment Stratery.

i, Thie may no lonser hoid true in the future cince the Indian government
recently enfaped 1n a new policy of bhorrowing to finance energy and
other cectoral projcctn,




B. Some poli conclusions from the com hensive scenarios

Based upon the detailed analysis of the explorations achieved so far,
it Beems useful to take a bird's-eye view of the main policy implications;
the leading thread will be the analysis of the trade and payment balances,
ac well as the employiaent balance.

Three main 1issues will be consideiwd, the growth of the agricultural cector,
the world energy balance and the acceleration of industrialization either through
South-South co-operation, or the enlargement of internal markets. Firstlyv, negative
balances for agricultural goods are likely to become a crucial problem in two
regions, Tropical Africa and West Asia (which includes here North Africa), unless
active policies succeed in reverting the low growth trends observed in the
past (1.6 per cent in Tropical Africa and around 2 per cent in West Agia).

In other regions, like South Asia and East Asia, high average trends leave
hopes for a balanced trade of agricultural products, but such averages may
Lide vulnerable balancee for individual countries. In the past the first
impact of an acceleration of the industrialization process was often a
sudder. rise in food imports to ease a demand pressure resulting from

high income elasticities for food in the urban areas. The Ricardian law
of comyparative advantages cannot justify such a rise., The truth lies in
the slow or inexistent adjustment procees in the domestic supply of food
for reasons which vary from country to country: it encompasses adverse
domestic policies ranging from low internal prices for agricultural goods
to instituticnal defects in the credit and marketing system or no adequate
extension services, in other words, low p: rities to the allocation of
resources to the lengthy and costly adjustment of the agricultural
sector. Distributive aspects also play a role, as will be seen below

in the text.

The analysis of energy balances brings to the fore the relation between
growth process and energy demand. The slack which can be observed today
in the intermational oil marv~»t should not deceive policy makers on
potential long term tensions. Actually, the UNITAD scenarios draw
attention to pessible conflicting claime ol developing and developed
countries for scarce resocurves like oil and gas. A 2 per cent annual
growth of the capacity of tre enargy sector of developed market ecoliomies for the
decade, such as is planned oy govermments with generous assumption: on conrervation
energy, would require an annual growth rate of the sector output between
Y per cent and 5.5 per cent in developing market economy countries to
sustain a 7 per cent GNP grovth:rnte in the 80's and satisfy as well
energy import requirements of the North. Thie figure should be compared




with an expected 4.5 growth rate of the capacity of the sector in
develoring market countries. A sustained T growth rate for developing
countries, it may be eaid, appears highly imrrobable when looked at in
1982. However, a slightly higher growth of the North would bring out
the same world energy tensione. Jt ie also noteworthy that a great
deal of uncertainty attaches to the real impact, in the long run, of
energy conservation policies in the North which are an essential
ingredient to fill the gap. Another probtlem is the financing of
investment required in the South to achieve the expected 4.5 growth
rate of energv supply capacity. This calls for urgent consideration
and decisions at the international level, taking into account the long
maturation delays, ranging from 5 to 1C years, required to raige the
surply capacity: in the field of energy, the year 1990 is tomorrow.

There remains the fact that negative balances of commercial energy
(ignoring, for that discussion, non-commercial energies affecting the
life of more than half of mankind) are still found in 1990 for South
Asia, if a 5% overall growth rate is to be achieved; in other regions,
the reassuring positive balances founé in the scenarios hide the abysmal
deficits likely to appear in the majority of individual o0il importing
countries. There long-term adjustments procesees are required, urtil
the time wher. the necessary structural changes reach a cruising speed.

No short term solutiona can alleviate the deficit of oil developing
importing countries (and prevert a long standing halt in their growth),
short of an ambitious solidarity effort of all oil exporting countries,
whether developed or developing, with an adequate support of international
financing institutions. It is essential here to recall that weak economies
are more vulnerable to a sudden shock than advanced industrialized countries
and also require a more costly process of recovery in relative terms.
In this field, a specific South-South solidarity scheme might well serve

as a starting point for triggering the world community effort which is
called for.

The third area in which the UNITAD scenarios bring out sherp coriclusions
is the trade of manufactures. In order to evaluate the impact of the message,
it seeme essential to follow step by step the main arguments.

(i) Following many authors, and ir particular the conclusions of the

"Interfuturee team"l. it is assumed that developed countries have now

1/ FPubliehed by OECD.
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entered a new era of relatively slow rrogress of productivity and growth.
These analyses, based on sociological, technico-scientific and political
coneiderations, or a mix of these, refer to the long run beyond the
stabilization schemes now under way. An essential issue is therefore

the assessment of the implications of this radical change on the world

trade equilibrium at large, and on developing countries in particular.

The low exogenous growth rates assigned to market developed countries

in the UNITAD scenarios, from % per cent to %.3 per cent, as compared-

to the 4.5 per cent found in 1963-75, is meant to reveal these implications,
even if they are considered over-pessimistic.

(ii) The second pillar of the demonetration is the time duration of
the industrialization process in developing countries and its implications
in teme of market power. There are obvious differences from one country
to another but the magnitude of the problem can be perceived from a variety
of indicators, such as the relative size of the manufacturing value-added,
as a percentage of GDP, in the UNITAD ecenarios for 1990: around 22% as
an average for developing countries as a whole, compzred with the pre-
recession figures in developed countries: 25% for North America, %% for
Western Europe and 12% for Japan. Using the same yardstick, the road to
industrialization will still be very long in 1990 for Tropical Africa (13%),
South Asia (16%), West Asia (19%); Latin America (26%) and East Asia (27%)
should aim at keeping at least the same ratio in further GDFP growth.

(iii) The main lesson of the UNITAD scenarios is that, as long as
regional markets remain fragmented, there will be a strong tendency
towards increased trade dependency of the South in manufactures, but
South-South economic co-operation appears to be a powerful means of
reverting this tendency. In a nutshell, fragmented markets in the
South will tend to decrease the self-sufficiency ratio for manufacturing
from 74% in 1975 down to b8% in 1990, in spite of a growth rate of
menufacturing valued added around 7% in the more optimistic scenario.

In terms of trade balance, the same scenario indicates an overall
deficit for manufactures as a whole (food excluded) amounting to 11.6
per cent of the GNP of the South in 1990 (10.2 per cent in 1975). The
deficit in manufactures can be traced to their high import elasticities
(food excluded), i.e. 1.25 per cent relative to GDP in volume terms
(1.40 in current prices). Such is the hunger for manufactures imports
in the course of the industrialization process that exports cannot
catch up with them in a South-North oriented trade with & sluggish

northern economy, in spite of the generous assumptions on the penetration




of exports into developed narketsl( Un the other hand, integrated
regional markets in the field of machinery and equipment alone
(admittedly a large area) can reduce by 30% and probably more the
overall trade deficit in manufactures, and increase the self-sufficiency
rate in manufactures up to 77%. The merit of the UNITAD scenarios, if
any, is to illustrate the enormous magnitude of pctential gains to be
expected from South-South co-operation, without neglacting, altogether,
the policies to improve North-South balances of manufactures. :

(iv) To achieve such results, it would not be sufficient for
govermments to establish free trade areaé for machinery and equipment
among neighbouring countries, but action would be recuired to curb
restrictive trade practices of world oligopolies and ensure an equitable
share of industrialization benefits between more industrialized and less
induetrialized countries of the same region. As was perceived by the
1975 UNIDO Lima Conference, the small share of manufacturing value-added
of market developing countries in the world manufacturing value-added
(8% in the mid seventies, 12% in 1990 according to the UNITAD scenarios)
can be interrreted in terms of a weak market power. Market integration
provides the means to achieve the recuired market size, but it calls for specific
policies to counterbalance the influence of cligopoles and monopoles
dominating iaternational trade and orienting the allocation of investment
in major fields. To quote a2 recent UNCTAD publicationj/"possibly 30-4C
per cent of all international trade is on an intra-firm or related-party
basis [i.e. tranenational private corporations], another 30 per cent is
likely to constitute state trading, a [.rther share of intermational
trade is captive in nature...”. Two conclusions emerge: "it is apparent
that the concept of a freely competitive international trading market is
illusory" and "the barriers to new entrants in the international trade
market are formidable and could well be growing greater, especially as
a result of concentration of market power...". In view of these
impressive cbstacles, rapid progress towards South-South co-operation
appears as a major challenge for the world community at large, worth
mobilizing the energies at the intermational, regional and subregional
levels.

(v) The extension of the market for manufacturee should not be sought

only through co-operative arrangements among neighbouring countries but

aleo inside each country through ithe harmonious development of urban and

l/ The annual growth rate of exports:of manufactures from the South
appears to be 12.1 per cent in the acenario.

2/ 10}3 per cent in 1979 prices.
3/ UNCTAD/ST/MD?5.
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rural areas. In this respec’, the analysis of employmernt figures of tre
gcenarios chowed the small impact of overall GNF growth and of industrial
growth or rural unemployment (which should actually be interpreted in terme
of underemplqyment). The problem is acute in Tropical Africa, South Asia
and East Asia, where 70% or more of the population is living in rural areas,
and also in large parts of Latin America, North Africa and West Asia. This
raises two related problems, i.e. the development of agriculture, already
mentiocned, and that of rural industries. It should be observed that the
agricultural growth process was achieved in all scenarios without changes
in land distribution nor in technology. In other words, the tulk of the
additional cutput was produced bty large farms or plantations with "modern
technclogy”, i.e. with a high capital-labour ratio, and coetly inputs of
fertilizers. The employment effect, as was seen, was naturally rcinor,
leaving more than two hundred million people unemployed for the South
ae a vhole. The struggle against poverty in rural areac as well as a
sustained growth of internal markets therefore point to the same direction,
i.e. special pclicies and programmes to raise the standard of living of
small and mediur farmers. This should be comjleted by the develorment
vl m.ral industry which can both: improve the &éverage productivity and
income in rural areas and foster productivity progress in agriculture
itself. Beyond the obvious social benefits of such policies, the experience
of several rountries is most convincing in demonsirating the long-term
impact a bala~ced industrial development may have on further growth: in
brief, a large food industry and consumption goods industrv sector provide
the market rejuired to develop a number of capital goods and intermediary
rroducts, thus ovoiding the difficult search for a sizeable export component
for infani industries.

The international side of ruch domestic policies are multifold.
One of them is that food aid, useful as it should be in emergency situations
on the humanitarian side, calls for parallel and sustained international action to
alleviate the financing burden of costly and time consuming plans for
rural development. The integration of rural and urban economies, in
turn, offers a large area for financial co-cperation, especially with
regard to costly infrastructure network. Perhaps the fast technology
progress in decentralized energy sources (biomass, solar) or in modern
telecommunication framework (satellite) would permit, if made available
to developing countries, to delay, or even to avoid, t'e early development

of some national wilde infrastruciure networke, More generally, the doubling
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of CCA tc leacst developed countries, ac recommended by the 1981 Faris
Conference might act as a catalyst in accelerating the pace of rural
developmert ir this group of countries.

This brief review of major long-term develomment iesues cannot te
con:luded without turning attention tc the international financial p--hlem,
wvhich appears both as an immediate #nd as a long-ierm challenge for th.
vorld community. It is not relevant here to elaborate on the megnitude
of present indebtednese—l-/which 8 outside the scope of this study. However,
ace was well perceived by the Brandt Commission, the present difliculties in
the recycling of short-term balances of carital surplis countries call for
an imagirative soluticn to take into account long-term development requirements.
The simplified treatment of the debt problem in the UNITAD scenarioe arpears
cuite sufficient to demonstrate the pervaeiveness of financial requiiements
of industrializing countries over the next decades and the need for the
vorld finarcial system to find a response commensurate to the dimension
of the development process, whether in the agricultural, the energy or the
manufacturing sectors. The ir rovement of the asonetary anc financial world
system cannot therefore but loom large in forthcoming negotiations on 2

Korth-South solidarity framework.

1/ According to the President of the IBRD: "In 1970, the debt owed to
private lenders by developing countries amounted to only 45% of the
total. By 198C, the percentage had burgeoned to 65%: $284 billion
out of $749 billion", 1% January 1982, Fress Release, ‘




PART IV: SUGGESTIONS FOR FURTEER WQPK

In the preceding two cha)ters, an s _.empt has been made to convey a
first ideaof the mcdel and its scope for policy application. Giver the
obvious limits of space, both the description of the model and the reeults
of the two sceparios have been kept to a strict minimum, vhile reference
has been made to the relevant literature. However condensed previous
discussion may have beer,, it should be sufficient to illustrate the merits
and the limitations of such an exercise.

The project was reviered and evaluated by an intern.tional forum of
experts, conve.rod by UNIDO in Jure 1981 on behalf cf the sponsoring agencies,
and some of their conclusions are of general interest.

In general, for evample, it was acknowledged by the group of experts
that the UNITAD eystem was an efficient tool for exploring institutional
and structural transformations associated with the new intermational
economic order and alternative development strategies. Commerts were made
on the nature and role of prices. the equilibrium mechaniems between the
savings-inveetment and payment gaps, “le treatment of technology and the
import functions.

The time treatment in the economic dynamics of the system was criticized and
it was recommended that more flexible time paths should be introduced in
the equations involving stocks (essentially physical capital and financial
capital flovs), instead of the linear or exponential trends assumed so far.

Another criticism referred to the operation of the model as a men-machine
system, with GDP fixed as a target. As shown in part I above, the manipulation
nf ‘he gystem is admittedly a cumbersome procedure, which should be simplified
and made more flexible. In particular, the experts recommended that the
system should be completed 8o as to generate a growth rate, given the trade
gap, or to generate the technology and trade parameters compatible with given
grovth rates ani trade gaps.

Additional issues were suggested by some experts for future consideration,
in particular the economic influence of transnaticaal corporations (in so far
as this _an e done in a macro—economic model), the impact of disarmament
policies and the envirommental implications of nsw world induetrial structurxes.

The sponsoring agencies, on the other hand,:had in mind the exploration
of a spectnm of imsues within the system as it stood. A UNIDO project along

those lines, it was noted, was actually under way. It included, es:zentially,
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tvo broai themes: econmic co-operation among developing countries; and a
growth process oriented more towards the intermal carket, with approrriate
technologier in some sectors.

The system might then be used to explore conditions for a sustained
growth of the South by any combination of thoee policies; & variety of
scenarios might be generated, depending on the assumpt’: 18 Bade regarding
future trends in the developed ccuntries and the decisions of the world
commnity on che international envirommert. In that respect, leaving’
aside a continuation of the current trends, which, it was seen, would bde
conducive to increased misery and inequity and would seriously affect
low-income regions, the following two mair fam.lies of ascumptions would
be worth exploring:

(a) A progressive promotion of a new internstional division of labovr,
implying a strong adjustment on the part of industrialized countries, and
in particular industrial redeployment, with a further liberalization of
trade and adequate financial structures;

(v) A more imaginative world pattern, encouraging collective self-
reliance among developing countries and calling at the same time for a
deep restructuring of developed countries so as to reduce the waste of
natural resourcees at the world level. Such an internationsl order, mcre
respectful of clternative development strategies, could be combineé, in
some regions, with internal policies along the lines of the "unified
approach to eccnomic and social development” suggested in the text
of the International Develcpment Strategy — in other words, oriented
towards maximum employwent and active participation of the wvhole population.

Lastly, the system could also be used to explore the future development
of one specific region, in co-operttion with the regional and subregional
econamic organizations concerned. In that case, the information supplied
by the system on the world environment and the linkage between that specific
region and othe: regions should be matched with disaggregated studies or
models, amcng subregions or countries, conducted by the regional organizations
concerned. Some projects of that type wvere actually euggested by the group
of experts.
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ANNEX 1. Classifications

ANNEX 1.1

1. Geographical breakdown (r space)

Developed regions /JD) Developing regions (DG)
() (NA) Nortn America (6) (LA) Latin America
(2) (WE) Western Surope (7) (TA) Africa (South Sahara)
(3) (EE) CPE, Europe (8) (NE) North Africa and West Asia
(4) (JP) Japan (9) (IN) Indian Subcontinent
(s) (oD) Other Develoepd (10) (AS) East and Sotheast Asia

(11) (oA) CPE, Asia

Regions are geographical entities. Turkey and Yugoslavia are included in
European market eccnomies (WE) as in ECE studies. The "Otner Developed"
recions include Australia, New Zealand and South Africa. The Pacific Islands,
except Hawaii, are sitached to East and South-East Asia, which also includes
Theiland, Malaysia, Singapcre, Indonesia and East-Asian countries.

ANNEX 1.2

Trade sectors (It space)

SITC Number (Rev. 1)
1. Agricultural products 0, 1, 2 (excl. 251, 266, 27, 28), &
2. Non-agricultural raw materials 27, 28 (excl. 286)
3. Energy 286, 3, 515, 688
4. Intermediz:e products 251, 266, 5 {excl. 515, Sk, 55), 61,
621, 63, 5bk1, 65, 66 (excl. 665, 666),

€7, 68 (excl. 683), 691, 692, 693,
€94, (98, 81

5. Consumer non-durables sk, 55, 62 (excl. 621), 6h2, 665. vb6,

696, 8L, 85, 89 (ex=1. 891, 804, 897)
€. Equipment 635, T1, T2 (excl. T24, 725), 73, 861
7. Consumer durables 667, 597, 724, 725, 82, 83, 86

(exc1, 861), 891, 896, 897, 9

ANNEX 1.3

Producing sectors (1P cpace)

Agriculture (ISIC 1, 3132)

Agri-food processing (ISIC 311/3/h)

Energy (ISIC 210, 220, 353/L, 410/420)

Basic products (ISLC 230, 290, 371/2, 341, 351/2, 361/2/9)
Light industry (ISIC 321/2/3/h, 231/2, 342, 355/6, 381)
Capital goods industry (ISIC 382/3/L4/5, 390)

Corstruction (ISIC 5)

Services (ISIC 6, 7, 8, 9)

P e e R P
O N\ W+
— N N e e’ et e e
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:

1i2i sectors I‘l space

]
[2d
be
yei

Agriculture (see IP(1))

Agri-Food processing (I1¥(2))

0il extraction (ISIC 220)

Dtilities (ISIC 4)

Coal aining (ISIC 210)

Other mining (ISIC 230, 290)

0il refineries and coal products (ISIC 353/4)

Primary processing (ISIC 371/2, 341, 351/2, 361/2/9)

Light Industry (see Ipsﬁ))

Capital good Industgy  see 1P(6))
(7

D =3 O 2 N =
R

[y
oL

Conetruction (see 1 ))

12) Services ‘see IP(8))

BN TN TN N VNSNS ST TN

ANNEX 1.5

Private concumption categories (1€ space)

(for definition, see Yearbook of National Accounts)

1) Food, Beverages, Tobacco (5) Medical care ard health

2) Clothing and footwear éég Transport and Communicatiorn

%) Gross rent, fuel and power 7) Recreation, entertaimment,

4) Furniture, furnishing ani household education end cultural
equipment and -y otion services

(8) Miscellaneous goods and
services




ARNEX 1 (contin -d)

SUMF ARY ANALYTICAJ, EXPRESSION OF THE UNITAD MODEL

Preamble: It is assumed here +hat only one classification is used for
goods and servicesby production, utilisation, trade, consumption
sectors.

1. Interregional equations

1.1 Trade commodities category

Ex,(rn)= e * I (11)

. » (resp. D';T) is the vector, the components of

which are the exports (nsp. inports) of category T
for the 11 regions. [

. B is the trade share matrix for category T. l .
PIM (i1)= s, * PEX;(11)

. PD‘XT (resp. P"XT) is the vector, the cuiponents of

which are the prices of imports (resp. exports) of
category T for the eleven regions.

] : .
- & 1B the transposed matrix of By

1.2 Capital flows
Py
ODA(11) = {6 (11) * oda(11) - oda(11)] * GDPRC{11)

. ODA(11) is the vector of the official development
aide received (>0) or given 0).

. @(11) is the column vector of percentages of ‘he
total ODA received.

~ \
. 0da(11) (oda(11)) is the rov vector (diagonal matrix)
of the percentage of GDPC given as ODA.

. GDPO(11) is the column vector of the gross domestic product
at current price.

/N
MCAP(11)= [(.»(11) * xcap(11) - xcap(11)] 4

. This is a symetric squation of the precedent one
for the export, import of capital.

.41 is a vector of 1.

. xcap(11) is the row vector of capital export by regton.
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Y

[odeb_ls( 11), McaP(11), ucap_15(11)]

. ODEB is the vector of outstandirg debt.

-

[opET{11), MCAP(11), BAGOSE(11})

. MIRT(11) ies the vector of the intereste paid (>0) or
received (< 0).

. BAGOSE is the trade balance of goods and services.

2. Regional equations
2.1 Employment snd investment

f (ivy(.}, caple(.), t, «..)
. LP(.) is the productivity vector by sector

. ivy(.) is the vector of the value-added
coefficient.

. caple(.) is the vector of the capital-labour ratio.
. For agriculture, services and construction sectors,

the treatment differs according to the region.
The productivity is a function of employment gap.

va(.) / K.)

. LD(.) is the employment by sector
. VA(.) is the value-added by sector
wax * prx

. 1sX(.) stands for labour supply of the Xth category
{male urban, male rural, female urban, female rural).

. wax is the working age population of the Xth category.
. p=x is the participation rate of the Xth category.
LSX - LDX
. LABGAFX is the labour gap for cstegory X.
. LDX is the distribution of LD(.) in the Xth category.
caple(.) * 1LD(.)
. CAP{.) is the gross capital at the target year,

which for agriculture could be increased to account

for land extension cost and cropping intensity
variation cost.
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IR!. = f (ir

-15(') ] CAK.) )
. IR(.) is the investnent requiresent vector.
. ir_l5 is the same vector at the base year.
« This function has been developed under the
hypothesis of an exponential variation of
the investment requirements.
GCF(.) =bei * IR(.)

« GCF is the vector of the gross capital function
in the claesification by production ==ztors.

. bmi is a transfer matrix.
2.2 Impcrts

M¥(.)

£ ( va(.), GCF(.), MVA, GDP, Popmay, dut)
. Ht(.) is the vector of imports by categoriss.
. MVA is the manufacturing value-added.

. Pormoy ie a parameter which determines the degree
of co-operation among countries inside the region.

. dut is a trade barrier coefficient.
2.2 Income distribu%ion and private/public consumption

SAVIRG

f (NDIG, NDIHX, GDIE)

. SAVING is total savings (national concept).

. NDIG ie total govexnment income (national concept).

. NDIHX is household income by category (national concept)

. GDIE is enterprise income (national concept).

BAGOSE Expc(.) - IMpc(.)

. EXPC &:. TIPC are exports and imports at current
prices.

SAVING = GFCC(.) + BAGOSE + net factor payment + ODA

. GFCC is the gross capital formation at current
prices.

(NDIG, WDIHX, GDIE) = f (AV.PHA, GDKC, OP'a, MIKNT)

. ALPHA ie an endogenocus parameter which is
detersmined by tke2 precedent equations.

In conclusion, incone distribution is fixed in such a way that
the tvo aquatione defining savirgs are satisfied, and that there
is equality between expenditurvs and resources,
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GCCU = &GDPC + B [Exp. rent]
. GCCU is total consumption of the govermment at
current prices.
. Exp., rent is the incoze accruing from exogenous export price.
CPCtX = (a + b NDIEX / popx) * popx '
. CPCUX is the totsl consumption of household of .
category X.
. popx is tb2 total population of category X.
cc(.) = ge(.) * GecCU
. GC ie the govermment consumption by sectors.
. gc(.) is th: structure of thie consumptiorn by
sector
cre(.) = £ (cpcux, ¥pD(.))

. CPc(.) is the total household consuxption by
sector

. PDD(.) is the vector of domestic prices.
Price evaluations

Fva(.) f (ALPHA, pw, pnw)

. FVA(.) is the value-added price vector.

. pv ieg the index of wage price.

. pnv is the index of non~wage price.
PGO(.) = (1 - 470 » PA(L) + (T -a0)d

. FG0 is grosse output price vector dual of
value-added price vector. ’

. i is column vecior of 1.

. A is 1/0 coefficient matrix.

. P ) - FGOf. * TMP(.
K’“(')*cc(.hcm(J+crcg.5+m~.

This equation leads to the equalities between expenditures
and resources at current and at fixed prices.

POD( .)

Input output results
F(.) = Gc(.) + cpo(.) + GFe(.) + Exp(.) - IMP(.)

. FD(.) is the final demand vector.
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co{.) = (1 -4t + m(.)
. GO(.) is the gross output vector.
VA(.) = (1-4)i* Go(.)

2.6 1/0 matrix generatic

The input/output matrix which is in this model changes
according to several rules:

£ (a(.), GOP, pop)

. Al(.)
. Ao(.) is the initial matrix
. Al(.) is the finai. I/0 matrix.

. This regression eguation cdefines
the 1/0 coefficients in relation to GDP per capita.

"
[~

52(.) sl(.) + (1 - u) An(.)

. u=f [caple(n) / caple(.))

. A2(') is a weighted average of matrix Al(.) and
a target matrix An(.).

. The weight u is a function of the ratio of the two
salues of caple cssociated with matrices An(.) and
Al(.) respectively.

Thus Az(.) will tend towards An(.) insofar as caple(.)

is close to caple(n).
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ANNEX 2

FLOWCBARTS FOR THE REGIONAL MODELS

(MARKET ECCNOMIES)

Conter.ts

Flowchart I: The Global Model
Flowchart II: Regionel Model
Flowchart III: Final Demand Module

Flowchart IV: Employment and Investment Module (including Agriculture for
DD Regions only)

Flowchart V: Agriculture Module: DG Regione

Flowchart VI: Income Distribution, Saving, Private and Public Consumption
Module

Flowchart VII: Final Demand Price Module

Flowchart VIII: Import Module

Flowchart IX: Input-Output Module (I/0 Matrix) .
Flowchart X: Grose Output Module

Flowchart XI: World Financial Module

Flowchart XII: Balancing Module




Flowchart I: THE GLOBAL MODEL
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Flowchart III: FINAL DEMAKD MODULE
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Flowchart IV: EMPLOYMENT AND INVESTMENT NCJULE

(including AGRICULTURE for DD REGIONS only)
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Flowchart V: AGRICULTURE MAODULE: DG REGIONS
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Flowchart VI: INCOME DISTRIBUTION, SAVING,
PRIVATE AND PUBLIC CQNSUMPTION MODULE
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Flowchart VII: PINAL DEMARD FRICE MODULF
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Flowchart ¥III: IMPORT MODULE
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Flowchart IX: INPUT/OUTPJT MOOULE (1/0 MATRIX)
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Flowchart Y: GHOSS OCTPUT MODULE
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lowciiart XI: WORLD FINARCIAL MODULE
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Flowchart XII: BALANCING MODULE
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ARKEX 2
(contimued)

FLOWCHARTS FOR THE REGIONAL MQDELS
(CEPTRALLY PLANNED ECONCMIES, EUROPE

:

Flowchart XIIJ: Investment Module, Eastern Europe

Flowchart XIV: Employment ‘{odule, Eastern Europe
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Flowchayt XIIY: INVESTMENT MODULE, EASTERN EUROFE
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Flowchart XIV: EMPLOYMENT MODULE, EASTERN EUROPE
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ARNEX 3

THE AGRICULTURAL SUB-"YSTB‘!—/

In the economic literature of the 1952's and 1960's the role of
agriculture in development was seen as secondary, in the sense that
its functions were considered complementary to those of the industrial-
modern sector. The latter was thought to represent the main sector of
accumulation and growth. Osubsequent theoretical investigation and the
very disappointing perfomrmance of agriculture in most developing countries
during the last two decades in development should be radically reexamlnedr/
Erratic and inegalitarian growth, persistence of malnutrition, periodic
famines, slow growth of agricultural incomes, together with increased
food dependence from abroad, have continued to affect, although with
different intensities, a large number of developing countries, especially
in Africa and South-East Asia, The figures of Table 3.1, in fact, show
that with the excertion of the Centrally Flanned Economies of Asia and
of the Vest Asian countries, agriculture and food output per capita have
increased at low or negative rates.

Table 3.1: Annual growth rates of agricultural
output per capita (in per cent)

Agricultural gfoss ¥Yood ocutput
Region* output per capita per capita

1960-65 1970 1961-65 1970

to 1970 1976 to 1970 1976
L. America 0.2 U.l 0.8 0.5
Africa 0.2 -105 Ocl -104
West Asia 0.4 1.1 0.3 1.4
Far East 0.8 0.1 0.9 0.2
CPE, Asia 1.0 0.7 0.9 0.6

Source: FAO, Fourth World Food Survey, Rome, 1977.
* These regions only broadly coincide with those defined in UNITAD,

g/ This section summarizes and updates the paper "Institutional and Technical
Factors in Agriculture: Evidence for Selected Developing Countries”
(vy C.A. Cornia), July 198C, submitted to the ACC Working Group of the
Task Force on Long-Term Development Objectives.

b/ The UN Committee on Develoyment Planning, under the chalrmanship of
Tinbergen, recognised the need for fuch a reexamination already in
the 1960's.
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However, the situation is substantially worse than highlighted by
, these overall tendencies. Indeed, the initial conditions from which the
low growth has been taking place were already quite distressing. In most
Jeveloping countries average per capita food supply was coﬁﬁpicuously lower
than requirements, while food consumption was traditionally very skewed.
Now, recent investigation has shown that such inequality would appear
to have increased even in countries experiencing relatively rapid
agricultural growth. Thus, the combined effect of low starting points,
slow or negative growth of food output per capita, and the worsening of
th~ distribution of income and food consumption explain lLow the number of
people with a deficient focd intake has increased, and how famine threat
continues to hang on mary countries.
Quite evidently, slow and inegalitarian agricultural performance
has been accompanied by a very slow growth of agricultural incomes, rural
vages and small farmers incomes in particular. This tendency has often
been reinforced by a deterioration of the internal terms of trade. Besides
obliging many peoples to go by with empty stomachs, such a situation has
contributed, in many instances, to reduce effective demand and, thus, to
keep domestic industrial output low. It 1s row widely acknowledged
that at the early stages of develorment, the role of agriculture in
overall growth is determinant and that a sustained industrialization
process can hardly take place unless a vigﬁle, surplus-generating
iculture has been created. As the Chinese say, agriculture is the
foundation, and industry the leading sector. If the foundations are
weak ~ to continue the analogy - industry collapses. Similarly, the
growth of agriculture is very much conditioned by the suprly of key
industrial inputs.
Econcaic theory and empirical investigation have, by now, showed
how strictly interwoven are the growth of the two sectors. It is customary
to summarize the major interplays of industry and agriculture in the
following way: )
(1) Food and agricultural raw materials are supplied to the other
expanding sectors of the economy, usually industry and services.
Were this flow to be insufficient or irregular, industrialization
would be likely to be jeopardized by inflation profit squeeze,
increasing wages, declining domestic demand for manufactures

and labour unrest.
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(2) Part of rural cash incomes are spent for the rurchase of industrial
.products. For several reasons (see policy conclusions of
comprehensive scenarios) the growth of industry cannot take place
exclusively via the growth of =xport markets. Hence, in deveioping
ccuntries, a conditio sine gui non for sustained industrial growth
is the growth of the domestic market, through the increase and
fair distribution of agricultural incomes.

(3) Particularly for those economies without a 'rent' sector, such
as gold or oil mining, agriculture has to carry the weight of
generating investidle surplus, at least at the early stages of
development. Indeed, the multiform squeeze of agriculture has
permitted the accumulation of capital in industry in many of
today's developed countries. A weak, stagnating and feudal
agriculture cannot carry that ueight.' Marny consider, therefore,
that only rapid and diffused growth of agriculture can generate
the necessary surplus to be used fdr capital accumulation in
industry.

(4) The gradual modernization of agriculture entails a continuous
flow of inputs originating in industry, such as cement, fertilizers,
pesticideé, more or less simple farming implements, rumps and,
wvhen mechanization sets in, tractors, trucks, etc. Two broad
industries are fesponsible for the supply of such items, i.e
the equipment-good and the basic-product sectors. Their growth
is therefore to be considered essen*tial if agriculture has to
take off. Unfortunately, however, many developing countries are
dependent in these sectors on the vagaries of foreign trade.

So, although there is nowadays a large consensus on the need for
increasing agricultural output while drastically improving rural inceme
distribution, views and policies differ widely on how to attain such
objectives. According to what could be labelled 'the technocratic option’,
output growth and rural development are largely a technical rroblem. More
land, more inputs, more labour, etc., should be iwsputed to agriculture,
which would by this very fact see its output increase steadily. According
to the opposite view, 'the institutional bption'. the existing economic
and power structure in agriculture is the major obstacle to rural
development. The provision of more and ihproved inputs, it is conceded,
although necessary, would not be sufficient to ensure a fast and egalitarian

growth, capable of wiping out rural poverty. The incrcase in the ocupply




of inputs should be accompanied, or preceded, by measures assuring broadly
equal access to land an other productive assets to the rural population.
This could be achieved either through land redistribution or through some
type of collectivization of agriculture. according to this view, the
experience of South Korea and Taiwan or of China prove the feasibility of
such blueprint in the two cases hypothesized. Of course, there arc also
many other 'options' which combine elements of the one and the other in
various ways and degrees.

Quite evidently, the adoptioﬁ of one instead of the other approach
would have very different consequences in terrs of benefit from growth,
as well as in terms of the speed of such growth, In addition, the entire
agriculture-industrial relaticnships and, hence, overall growth, would
likely be affected in very diverse ways. This is why, to the most possible
extent, an attempt has been made in the UNITAD system to model the structure
and functioning of agriculture so as to test alternmative rural development
policies. In particular, the model has teen devised in a way so as to
simulate an input intensive path, as well as the effects on agricultural

growth within a framework of an egalitarian rural development.

The formalization of the agricultural sector

For the reasons indicated in the preceding remarks, the agricultural
sector has been given a different treatment in develoning versus developed
countries. In the latter, agriculture does no longer play a predominant
role, neitker in production and accumulatior nor in distribution and
consumption. Hence the production, technology and distribution aspects
have been formalized in a simpler way. Agriculturzl final demand is
fixed mainly bty the level of dcmestic fcod consumption and ty trade in
agricultural commodities. Through the leontief relation, the model
determines jointly the level of output and value added to be produced by
agriculture. Once agricultural value added is known, labour productivity
in agriculture is made dependent on the 6vera11 level of productivity of
the economy. Indeed, it has been observedS/ empirically that the relation

Ll/L = f(VA1 JVA)
(with L 'and L, and VA and VA rerresenting overall and agricultural labour

1 1
g/ See Danieli Luisa: "labour Scarcities and Labour Kedundancies in Europe
ty 1160:  an fyperimenti] Study”, Dipartimento Statistico Matematico,

Universita di Firen-e, 1971,
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force and value added) tends to behave both over time and across countries,
according to a reasonably uniform pattern.

In the linear case this relation can be transformed as follows:
v:xl/x.1 = ks pva/L. This relation makes labour productivity in agriculture
dependent from the overall one. Labour demand can thus be derived by
dividing tsial value added by labour productivity. Technical conditions of
production (land, cropping intensity, inputs, etc.) are not made explicit
in this framework, except by the struciure of the ‘inputs vector in the
input/output table. Of course, the value of such vector scrongly influences
the level of value added as well as the demand for inputs. Investment
demand is derived by multiplying labour demand by a given capital/labour
ration.

For developing countries, agriculture has been modeled in greater
detail. Land ~ which is explicitly introduced into the system -~ and other
resources are distributed tc three types of holdings: 1large, medium and
small (in Africa the distinction which has been made is between subsistence
holdings and plantation sectors). The definition of large, etc. varies
according *o the overall degree of land-scarcity. In Latin America, for
instance, small faxms can reach 20 hectares and large farms exceed 200
hectares, while in South and East Asia, small and medium famminrg rever
surpass 2 and 10 hectares. Froduction takes place on each of the tnree
tyres of farms according to different techniques. Indeed, it has been
observed that the inpu‘s of land, intermediate inputs and capital
per worker are higher in larger holdirngs, while the opposite is true
for labour inputs and cropping intensity. As a result, labour productivity
is generally higher, and yields per hectare lower, on big estates. Since
the distribution of land among the three types of farms is kept exogenous
in the system, it is possible to reckon the effects of alternative patterns
of distribution in terms of land, labour and capital inputs, as well as in
terms of agricultural output and value added. Henéé, the model can be used
toc explore the employment, output and distribution?l effects of a more
egalitarian agricultural growth., The results of such a process can te
contrasted with those strategies emphasizing agricbltural modernization
through a more intensive use of fertilizers and machinery.

The explicit introduction of production factors also allows
experimentation with different types of agricultu#al moderniza#ion and
technological transformation. For instance, one may explore the viability

of the "East Acian pattern” (as arplied in Japan, faivan and China) which
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requires an increase in fertilizers, labour and land improvement works

(e.g. irrigation) versus that of the "Western pattern", where an increase

in intermediate inputs has been accompanied by mass mechanization, increase
in the size of holdings and progressive expulsion of labour from agriculture.

For developing-countries the model also introduces the crorping
intensity (as the ratio between harvested and farmed area) as well as
the total land supply. ’he latter is equal to the amount of arable land
Plus land extension, which should not exc:ed the maximum feasible values
as estimated by FAG. The introduction of these variables allows the testing
of other agricultural strategies based, where possible, on the extension of
the arable area (as in Latin America) or on the extension of the harvested
area by means of higher cropping intensities. These strategies, however,
are not costless. An increase of the arable area generally gequires a
considerable investment - up to 1975 US§ 2,000-3,000 per hectare - in
land clearance and preparation. Similarly, an increase in cropping
intensity entails year-round irrigation and, hence, the execution of
works of caralization, well-digging, etc. Unless these activities are
carried out through the mobilization of surplus labour, a strategy of
this type may require the substantial shift of investible resources
towards agriculture.

The overall funclioning of the agricultural sub-system in developing
countries is similar to that adopted for the developed ones. Agricultural
final demand depends upon domestic food consumption (which, in turn, varies
according to the overall level of income and its urbaun-rural distribution)
and upon trade in agricultural commodities. Agricultural output and value
added are obtained through the Leontief's inverse relation. In the case
of developing regions, as a next step, the share of value added and output
to be produced by each of the large, medium and small famming sectors
depends upon the prorortion of land a’located (exogenously) to each of
them. In each of them labour productivity is dependent on land per
worker (LN/WO), cropping intensity (CRI), capital per worker (KA/WO)
and intermediate inputs per worker (GO—VA)WO. The equation reads:

vapo = £ [ LNMO * cRI, Xa/MO, (CO-vA)WO 1.

As noted earlier, the exogenous variables of this function are different
in the large, medium and small farms., Hence labour productivity, as well
as the requirements for land, labour, capital and other inputs, will vary
considerably for the ﬂhree different types of farming. Total productivity
and requirements are obtained by adding up the three sectors. It follows

that factor requirements are considerably affecied by the exogenous share
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of land aécruing to ‘each class of farms. Labour demand in agriculture is
added to labour demand in rural industries, and the total is compared with
rural labour supply. Capital demand is added to the demand of all other
sectors of the economy and compared with tctal savings. Similarly, total
land demand is compared with land supply so age to assess whether the
strategy envisaged is plausible or not. An excess demand is clearly not
feasible and the assumption on which it is based should therefore be

modified.

Results of the empiriczl analysisg/

In tl.e analysis of these various issues, a number cf altermative
data sources have been used. The most important is an unpublished collection
of production &ata at the farm level, provided by the Farm Management and
Production Economics Service of FAO, For 19 developing countries, this
source provides farm data concerning owned, operated and harQested area,
cropping intensity, labour, capital and fertilizer inputs, output, value
added and others. All develoring regions of tre UNITAD system are
represented in the sample, which covers 3167 farms altogether. These
data have been used for estimating the labour productivity functions.
Other sources of data include the results of the 1960 and 1970 'World
Census of Agriculture' ty FAC and ‘Agriculture: Towards 2000', recently
issued by FAC. They have been used particularly for the compilation of
the data on land distribution, land use patterns, land supply and cropping
intensities. The 'Economic Accounts' and the United Nations document
PPS/QR/S 'Major Economic Indicators Showing Historical Development Trends'
have been used to cross-check the data on labour, intermediate inputs and
capital use obtained fram the FAO collection of famm data. Lastly the
input/output tables provided ty UNIDO were used, as for the other sectors,
to take care of intermediate consumption for both developing and developede
regions.

The results of the analyses concern the test of the farm-size/land~

yield relation; the estimation of labour productivity relations; the analysis

g/ The rcsults presented here refer only to the developing regions. For
the develored ones the empirical analysis has consisted solely in the
estimation of the parameters of the functions L /L = a+b VA /VA. Their

‘ interest teing limited, they have been omitted "in this precentation.

g/ For the Tatter, the productivity relation wac ectimated on data

ceontained in docimert I‘}". /Iil‘}{/‘}. ‘




of subsiitutability and/or complémentarity among production factors; and,
the compilation of trend value for the exogenous variables cf the
_agricultural sector. .The latter will receive only a brief mention here.
Concerning the relation between farm-size and land-yield for the
15 developing countries, as retained after debugging the original tapes,
a8 number of indicators have been ranked in ascending order according to
the size of the farm (measured in hectares). They are: gross output per
hectare (GO/LN), man-days of work per hectare (MD/LN), intermediate inputs
(seeds, fertilizers) per hectare ([GO-VA]/LN), capital per hectare (KA/LN),
cropping intensity (CRINT), gross output per worker (GO/WO) and gross output
per man-day (GO/MD). When examining these indicators, a number of relaticns
appear to hold true, with a few exceptions, in all developing countries in
the sample. The main findings are that: a) factors inputs per unit of
land (man-days, cropping intensity, intermediate inputs and capital) are
inversely related to the size of the famm; b) yield per unit of land,
measured in out ut as well as in value added terms, also decrease as the
size of the farm increases; c) labour productivity increases as the size
of the holding rises. Regression analysis has been used to obtain a
rigorous test of these evident tendencies. For this purpose, the following
models have been estimated, for each country, using the original farm data:
a) resources use log MD/IN = a + b log LN
log KA/IN = a + b log LN
log (GO/VA)/IN = a + b log IN
log CRI = a + b log LN
b) land yield  log GO/LN = a + b log IN
c¢) labour log GO/WO = a + b log LN
productivity log GO/MD = a + b log IN

The results of this test are presented in Table 3.2 hereafter, which

confirms, to a éatisfactory extent, the existence of a negative relation
between factors use and land-yield on the one side gnd farm-size on the
other, as well as a positive relation between farm size and labour
productivity. The former relation, in regions where land is a scarce
resource, which is always true for irrigated land, suggests that small
farmms are socially more efficient than large ones; therefore; a land
redistribution would increase total output, besides improving income
distrivu.ion.

The FAO farm data have also been used for the estimation of the
labour productivity functions of the system. Such functions, which

can bé deri?ed from an extended Cobb-Dousrlas, take the following form:
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~ Table 3.2: Elasticity of Output, Man-d.ys, Intermediate
Inputs, Capital {all per hectare), Cropping Intensity ena
Labour Productivity with respect to Farm Size

COUNTRY GO/LN MD/LN | [GO-VA]/LN | KA/LN | CRINT GO/vWO | GO/MD

Barbados -0.36 -0.51 & 2 -0.53 | -0.22* | 0.37 0.16%% .
Mexico = | -0,20 | -0.77 0.32 -0.38 | 0.07 | 1.07 0.58

Peru s & -0.43 L 3y * xx -0.15 0.80 0.L7 »
Ethiopia -0.55 | -0.94 | -0.30 -1.00 | 0.15%] 0.26 0.38

Rigeria -0.23 | -0.57 | -0.18 -0.5% | =+« | 0.59 0.29

Tanzania -0.47 -0.57 -0.67 -0.95 | -0.07 0.27 0.0L"

Uganda -0.74 -C,83 «0.74 -0.99 | -0.41 0.15% 0.09

Syria -0.64 | -0.71 | -0.60 -0.63 | -0.17 | 0.20 0.08

sudax‘ ‘0.42 -0.43 —0-27 -0045 *a 0.28 [ X X

Bangladesh | ** * | .0,0%| -0.44 -0.37 | -0.17 | 0.58 0.10%*

Purma -0.58 | -0.65| -0.51 -0.44 | -0.05* | 0.16 "ay

India -0.18 | -0.52 | -0.25% -0.32| 0.08 | ¢.61 0.33

Nepal -0.21 -0,23 -0.30 -0.50 | -0.17. 0.50 waw

Korea -0.42* | -1.49 -0.73 -1.26 halhoded 0.73* 1.06%

Thailand 8 badlalel bl -1.08 | -0.15 O.L1# LER

SOURCE: Compu?ations of the author; all paremeters are significative
at over 90 per cent unless otherwise stated;

. signifincant at a level over 80%

L significant at a level over 70%

#%® gignificant at a level less than 70%
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Go/wo = e* (IN/Wo * CRI)? » (rafw0)® * ([Go-vA]/w0)S,
vhere the symbols have the same meaning as above. The estimations
country by country have then been aggregaied bty means of sppropriate

weights so as to obtain the following regional estimates:

Table 3.3 Farameters of the productivity
function in agriculture

Const. a b c a+b+c-

Latin America 3.4 0.37 0.14 C.44 0.95
Tropical

Africa 3.1 0.34 0.19 . 0.38 0.91

West Asia 2.5 0.20 0,22 0.52 0.94

South Asia 4.0 0.60 0.12 0.30 1.02

East Asia 5.0 0.70 0.10 0.22 1.02

The coefficient of the labour force in the equation obtained for
gross output is the comrlement to 1 of the sum (a+b+c). In South and
East Asia, this coefficient can be taken as equal to zero, thus suggesting
a saturation of manpower in agricultural production. Small positive
coefficients obtain for Latin America and West Asia ana a more positive
significant coefficient for Tropical Africa where manpower is scarce.

The coefficient of capital per worker is generally low, and the elasticity
of land per worker relatively high, with an obvious relation to land
scarcitygl On the other hand, the elasticity of intermediate inputs per
worker are more important in land abundant countries, such as those of
Latin America, Tropical Africa and some of West Asia. Tc sum up, one

gets a picture where output elasticities of each production factor would
appear to be related to its relative scarcity.

As a further step in the analysis, the elasticities of the production
factors obtained, country by country, from the estimation of the extended
Cobb-Douglas production function

6o = b (18 * cr)™ * woP » k¥ » (co-va)
have been plotted one against the other, to see if any uniform pattern
existe that would indicate the existence of relations of substitutability
and/or complementarity among the production factors. The 15 elasticities
of land (X) (see Table 3.4) have been plotted against the 15 elasticities

£/ In this respect, the low coefficientsof land elasticity in West Asia

are probably reflecting a mix of zonditions between rain fed and
irrigated land. ‘ ‘ ’




Tadble 3.4 : Flasticities of the Cobb-
Douglas production function

all paremeters are significant at over 90% unless
otherwvise stated;

& significant at over 30%

e significant at over TO0%

o significant at less than T0%

5/ the figure in brackets correspond to the sum

of the elasticities vhich are significative
at over 80%

Fountry Constant  LH®*CRI M D K A (GO-VA)/WO SUM a/ r?
Barbados 1.79 0.17** 0.52 0.08%*** (o 38 1.15(0.90) 0.66
Mexico 3.5% 0.19* 0.26 0.0L#»e 0.25 0.7k(0.70) 0.3
eru 2.30 0.58 0.35 0.11%* 0.23 1.27(1.16) 0.31
thiopia 0.7L 0.20 o.kk 0.23 0.25 1.12 0.63
igeria L,20 0.5k 0.13 o0.11 0.13 0.96 0.80
genda 4. ko 0.25 asa 0.22 0.1b 0.61 0.69
anzania 1.95 0.38 0.40 0.23 0.12 1.13 0.63
udan 1.76 0.12 0.35 0.29 0.19 1.05 0.50
yria 2.23 0.15 0.28 0.09 0.52 1.01 0.63
angladesh 5.10 1.03 0.03; 0.10*% tae 1.16(1.06) 0.£5
JBurna ~0.6L LA A 0.k7 o0.L8 0.27 1.22 0.82
India 2.67 0.ko 0.28 0.11% 0.30 1.09(0.98) 0.87
tepal 3.96 0.71 0.03% 0.25 0.06*** 1.05(0.96) 0.7%
orea 6.42 0.62 wEn  sen LA 0.62 0.2k
Thailand k.25 0.73 0.08% =ux 0.26 1.07(0.99) 0.89
Source: Author's computation;




of labour (ﬁﬁ; so have those of labour (p) against those of capital (Zp.
And lastly, the elasticities of intermediate inputs (J) were analyzed
ith respect to those of lahour (p). The overall picture which appears
to emerge from this analysis indicates that, as could be expected, there
is a strong relation of substitutability between land and labour,
emphasizing the existence and the feasibility of both extensive and
intensive types of agriculture. Labour and capital equirment seem also
to be linked - although less clearly - by a relation of substitutability
vhile, on the whole, labour and in‘ormediate inputs appear to be highly
complementary in production. These broad findings would seem to suggest
that, given the present and expected endowement of rroduction factors in
agriculture in developing countries, an acceleration of wechanization
would have a labour displacing rather than an output increasing effect.
One may, therefore, suggest to forestall it un{il full employment is
achieved. These findings would also appear to substantiate the hypothesis
that a policy based on a more intensive use of intermediate inputs would
be likely to produce positive output and employment effects.

Two further results of the znalysis are worth mentioning. The first
concerns the very small changes in land concentration which appear to have
occurred between 1950 (only for a few countries) or 1960 (for most countries)
and 1970. The comrarison of the data provided bty the 'World Census of
Agriculture' of these years show, in fact, almost no changes in the
distribution of the operated holdings classified by farm size. The 1970
values, which have 21so been retained for the trend scenarios of the model,

show the following values.

Table 3.5: Fer cent distribution of land
by size of operated holdings

. small mediun large
Latin America 6.6 21.6 T71.8
’ Tropical Africa 84.3 15.7
Vest Asia’ 20.0 38.0 42.0
South Asia 20.9 48.2 30.9
East Asia 37.0 37.2 25.8

Source: UNITLD's estimates on the 1970 'VWorld Census of Agriculture' data,
FAO., The definition of 'emall', 'medium', 'large’ is the following:
Latin America: 0-20 / 20-2C0 / 200-a
Tropical Africa: 'subsirtence (C-10) versus plantations (10-o )
West Acia: C=10 / 10-50 /90-w
South Asin: >-?/ ?2-10 / 10-w
Fact fevn: 7.2 /007 / 1~
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A= one can see, Latin America has potentially an enormous amov~.t of
land which could be redistributed. Tropical Africa, on the contrary,
seems to be characterized by a prevalence of small subsistence holfings.
In West Asia and in South Asia ther2 would seem to be scope for re-
distributing a certain amount of land from :w.rge to small holdings.

This seems to be all the more commendable with reference to the plans
for arable land extension made in developing countries.

Table 3.6 shows that only Latin America, Tropical Africa and, to
a very limited extent East Asia, can count on a possible extension
of arable area for increasing output, income and consumption in
agriculture. For the countries of the other regions, other strategies
ought to be adopted.

Table 3.6: Land supply in 1975 and
1990 (million hectares)

Possible |\ imem land
Land available extension available
in 1975 between in 1950
1975 and 1990
Latin America 173 58 231
Tropical Africa 184 34 218
West Asia 73 5 78
South Asia 211 8 219
East Asia 49 7 56 .
l

Source: 'Agricultureg Towards 2000', FAO, 1980, .




ANNEX 4

.oli
THE SUB-SYSTEM ON INCOXME DISTRIBUTION, CGNSUMPYION AND SAVINGS™

It is now widely acknowledged that, in many developing countries,
rast growth fell short of achieving the target of eradicating mass poverty
owing to grave distorticns inherent to the distribution of income. The
consumption of essentials (such as food, clothing and health products)
has grown at very moderate rates. Furthermcre, when considering the
various income groups, the picture beccmes even more disconcerting.
Indeed, in many countries, the share of the lower deciles in food
consumption have been declining even &uring periods of relatively rapid
agricultural growth. The new approach which is being followedB/ focuses
on the identification of socio-economic groups characterized by different
professional profiles (entrepreneurs, ckilled and unskilled workers, white
collars, swall farwers, landless labourers, urban unemployed, etc.) and on
their income accounting. Within each industry, total value added is
distributed to the various income recipients; assumptions are then made
on the shape of the income distribution within each income group. The
various distributions are then mapped together into the overall size
distribution {by percentiles) of household income.

However, such an approach requires an amount of information which,
for a model with UNITAD coverage, does simply not exist. It was therefore
decided to adopt a somewhat simplified approach which, although avoiding
the thorny issue of inccme accounting for each socio-economic group, still
leaves the possibility of simulating the effects of exogenous changes in
the distribution of income on the level and structure of private consumption
and, indirectly, on the satisfaction of some ezsential needs., The system
also allcws for the illustration of the basic features of the functional
income distribution, as well as the effectis of changes in its structure

on the tctal saving rate.

3/ Thic annex summarizes and updates the paper “Aggregate Consumption
and Consumption Patterns: evidence from time-series and crosc~sectional
data" (prepared tv G.A. Cornia, M. Cilli and G. Jerger), sutmitted to
the meeting of the ACC Technical Working Group of the Tack Force on
Long-Term Develoyment Objectives, Geneva, 10-11 July 1980.

b/ See for instance Rodgers Gerry et al.: "Bachue Fhilirrines: Population,
Bnplorment and Ineguality”, 3axon House, 1978. GCee also Adelman, Imma
and Robincon Sherman: "Income Distribution Policy in Developing Countries,
a_case-study for Xorea", Oxford University Presc, 1975.
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The formalization of the income distribution, consumption and
saving sector

Within each industry, value added is decomposed through two exogenous
value added coefficiente in labour and capital income. By adding through
sectors one obtains total labour and total gross capital incoze. For
developing countries a distinction is made between the urban and the rural
sectors. The latter is equivalent to agriculture plus a fraction "m" of
non-agricultural activities carried out in rural areassl Notice that the
parameter "m" can be interpreted as a policy instrument by means of which
a given balance between rural and urban can bde achieved, Hence, for
developing countries, the system generates rural labour income, rurzl
capital income, urban labour income and urban capital incame. For both
developed and developing countries, the system describes institutional
income transfers: capital income is distributed between the enterprise,
household and government sectors, while all labour income accrues to
households. Government levies direct taxes on household and enterprises
as vell as indirect taxes which are considered net of subsidies to
production. It is equally assumed that household payments and receipts
cn the social security and welfare account balance out.

Once all trensfers have taken place, the system generates the net
disposable income of govermment and households (rural and urban for
developing regions), and the gross (i.e. including depreciation) disposable
income of enterprises. The system estimates at this point a simple
keynesian consumption function (in constant prices) for the household
sector, of the form PC/FOP = a + b NDIH/POP, where FC, NDIH and POP stand
for private consumption, household's net disposable income, and total
population. For the developing regions, this function has been estimated
separately for the rural and the urban sector, since it is reasonable
to expect a different behaviour from them. For government, the system
estimates a simple consumption function in current prices, i.e. GC = «NDIG,
where GC and NDIGC stand for government consumption and net disposable
income. Enterprises are assumed to save all their gross disposable income.
In this way the system, characterized by three different saving/consumption
propensities, determines total consumption (private and goverrnment) and
total domestic savings (for developing countries, private consumption and

household savings are broken down to rural and urban).

g/ A more ecianborate trecatment applies to the vegional model for CFE, Asia.
Attemptr are made to extend thie treatment to other regicns.




Total private consumption and relative prices of consumption
categories, both endogenous, are the main variables determining the
structure of the household consumption basket, by means of a simultaneous
non-linear (or linear) exrenditure system (NLES or 1ES). 1In symbols
Pc(i) = r(Pc, p(i)) where PC, PC(i) and p{i) stand for total private
consumption, private consumption of item (i) and its relative price.

The consumption categories are the usual ones adopted in national
accounting and in most household expenditures surveys, i.e. food, clothing,
rent, furniture, health, transport, education and miscellaneousg( The se
categories are very broad and each includes the essentials as well as
luxury goods. However, they can be used as a first approximation for
assessing the degree of satisfaction of some basic needs, such as food
and clothing. The structure of private consumption depends upon the
hypotheses made about the shape of the householc size distribution of
income. Indeed, if the expenditure system is of the non-linear type,

i.e. if the marginal propensities to consume of each category change

with the level of overall consumption, modifications in the size distribution
of income entail changes in the structure of the consumption tasket (a shift
of income from the top to the bottom deciles, for instance, would be likely
to increase the overall demand for essentials while accordingly reducing

that of luxuries). The extent to which a NLES can accurately measure

changes in the consumption structure is very much an empirical matter.

Many claim that, at this level of disaggregation, the changes are
likely to be very modest. Furthermore, it should te stressed that if the
expenditure system is of the linear type (LES), no numerical changes in
the consumption basket would derive from a hypothesized income redistribution.
For the regions where the rural-urban disaggregation has been introduced,
it is etill possible to analyze in this case the effects of changes in
the rural-urban distribution of manufacturing and service activities on
the overall saving rate and consumption structure. In particular this
could be useful for analyzing some effects of rural develomment.

-

4/ ‘Private consumption by functional expenditure' is transformed in
'private consumption by production sector' by means of a transition
matrix. Such a matrix has been built up for each UNITAD region.

It is supposed to remain constant over time, a strong hypothesis,
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Empirical recults

The results of the empirical analysisg/ refer to the saving/consumption
function and to the expenditure system. Table 4.1 reports the estimates of
the function PC/PCP = (NDIH/POP). For developed countries, the United
Nations' 'National Accounts' data were used, whereas for developing regions,
the estimations were carried out on the basis of the ILO source. The results
confirm previous findings for the developed countries. In less developed
regions, the results consistently indicate higher consumption propensities
in the urban than in the rural sector. Such a phenomenon may be ascribed
to the difference in source and stability of income between the urban
sector (where wages are predominant) and the rural sector (where self-
employment incomes are most common). Geographical location and household
size would also appeaxr to have a certain influence on the observed dualism.
Another interesting finding of the analysis of the ILO expenditure surveys
concerns the shape of the overall saving/consumption function. Indeed,
the results of an extensive statistical test showed no evidence to support
the Keynesian assumption of declining marginal propensities to consume for
rising incomes: at the margin, the propensity to consume was found to
remain constant in the overwhelming majority of the cases analyzed. Were
this to hold true, measures aiming at redistributing income could not be
opposed on grounds that they reduce the saving rate and, therefore, growth.

The empirical results concerning the estimation of the consumption
expenditure system are a little less satisfactory. A non-linear expenditure
system (NLES) has been successfully fitted to the time-series data of
developed regions, as indicated by the good values of the statistical
tests. For these regions it is therefore possible to simulate the effects
of changes in the household size distribution of income on the structure
of consumption and output. For the developing regions, however, it has not
been possible to estimate a satisfactory non-linear exrenditure system,
because of data limitations. Indeed the household expenditure surveys
do not provide, quite obviously, information on prices. Pending further

investigation, it was decided to opt for a linear expenditure system,

g/ The data sources used for the data analysis and estimation of the
relations between income distribution, saving and consumption include
the United Kations' 'Yearbook of National Accounts'; the ILO's 'lioutehold
Income and Expenditure Statistics'; the World Bank's 'Income Distribution
Statistics: a Compilation of Data'. |




Table 4.1: Aggregate consumption function parameters *

Centrally
North Western |Eastern Javan |Other Latin Tropical| West South ‘East | Planned
America |Europe Europe P Developed! America | Africa Asia Asia ‘Asia [Etonomies
— - Asin
104 200 - 184 219 120 40 .| 150 25 90 -
=
g
g 089 -82 - 064 077 072 79 085 076 070 -
- 1600 50 150. 35. 80. -
2
2 61 8 6 6
;é - . 74 . 5 . 5 . 5 -

* PC/POP = a + b NDIH/POP ; all estimates are in 1970 constant prices; regional results were

obtained by aggregating parameters estimated at the national level.




vhich was satisfactorily estimated for the urban and rural sector scparately.
Table 4.2 provides a'summazy of the marginal propensities to consume for
each of the categories (their sum is equal to one) which have been retained
fo- the developing regions. )

These figures have been obtained ty weighing the national values cf
the countries included in the ILO data base. From the resuits of Table 4.2
as well as frocm the results of national estimates, there are clear indications
that the marginal budget share for food decreases when income per capita rises.
The opposite happens, although the evidence is less fim, to the budget cshares
of rent and transport. less clear patterns are formed for the budget shares
of t.e other consumption categories. |

Rural-urban dualicm is evident when analyzing the results of Table 4.2.
Significant variations between margiral budget shares probably reflect
different sets of preferences and prices as ueli as different econamic
enviromments. Marginal share of food is consistently higher in rural areas,
while the composition of non-food experditure also shows, at the margin,
elements of dualistic behaviour. This applies particularly to clothing
and rent. On the whole the share of necessities would appear to be higher
in the rural then in the urban sector. While it is impossible, at least
for the time being, to simulate for developing countries the potential
effects of a redistribution of incore within the household sector, one
can simulate the effects of alterations in the rural-urban income

distribution.




Table 4.2: Marginal propensities to consume as estimated

through a linear expenditure system

-1 Focd

Clothing
Rent

Furniture

- Medical care

Transportation

7 Education

Miacellaneous

Latin America Tropical Africa West Asia South Asia East Asia

urban rural urban rural urban rural urban rural urban | rural
290 <353 572 650 e 257 . 360 .522 . 705 .400 .496
.108 .120 .095 .099 .116 .187 .116 164 .091 114
»290 «190 134 011 +269 231 .076 -,085 165 «140
.070 .068 .062 .070 114 127 073 066 .065 .051
.029 .030 .016 .013 .039 044 .042 .069 .051 .024
.073 «113 .054 .098 .08 .070 ,038 005 .056 .034
.089 .068 027 .036 .026 037 077 . 024 .121 «103
.051 .058 .040 021 .098 .043 055 | .os1 .051 .035
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SOME RESULTS OF SENSITIVITY ARALYSES

1. Introduction

Systematic tests of sensitivity analyses have been conducted on the
two main groups of exogenous variables of the model, i.e. trade and
technology variables:

- On the trade (and financial side): trade shares, exogenous prices,
POP (average population per country) and DUT (protection level) variables,
ODA, interest rates, capital transfers.

- On the technology side, capital-labour ratios (by sector), time
trend, land shares in agriculture, cropping intensity.

These tests have been conducted by giving shocks (:_5%) to each
variatle, studying results on each region under two separate broad
exercises:

(a) Each region taken in isolation from others.

(b) All regions interlinked through the system.

The first exercise is meant to give approximate linear relations
linking the main endogenocus variables to the exogenous variables (i.e.

a kind of reduced form of regional models). The results can be used to
generate at a later stage a linearized version of the model, in which
each "reduced form" of the 11 regional modelr can be linked through the
same trade and financial relations as the original system.

The second exercise provides ureful economic information on the
reaction of the system but one important remark should be made: its
results are strongly dependent on the absolute level of the linkage
variables and the exogei.ocus growth rates of GDP, and are therefcre
valid only for scenarios using such values. Trade shares, import
equations, price levels and GDP growth rates play a major role in the
differential values taken by endogenous variables as a result of a shock
to any exogenous variable.

As an illustration, a few results comparing the sensitivity analysee
conducted with two distinct "base’ scenarios, i.e. IDS1 and IDS? ( see part
111) are given héteunder.:ﬁrhe only exogenous variables considered are the

CDP growth rates of individual regions. The scenarioe have the same trade

a8/ No resulte are quoted for CPE, Asia, rince the model for that region
was not operational in 1981.
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shares, the same GDP growth rates Wy wegion, but 2iffer in iwo respecis:

- In scenario IDS1, agricultural growth rates are high in developing
countries (see table page 76), and import equations simulate a regional
integration of the equipment sector (equations with a negative term with
GDP).

- In scenario IDSZ, agricultural growth rates are relatively low,
wvhich means that a high level of agricultural imports into DG's is
required; import equations simulate a fragmentation of markets within
regions (equations without a negative term with GDF).

This paper will firstly give some detailed results on scenario
IDS1. Major findings are then compared for the two scenarios, and finally a
comparison of results is made between the UNITAD model and another model (GIOM).

2. Sensitivity analyses on scenario 1DS1

A1l results are given in terms of elasticities, i.e. the ratio of
the relative change of an endagenous variable to the relative change
of the exogenous variables, here the GDP of one region. The interpretation
of such figures should be carefully defined. As an example, let ue give a
1% change in the GDP of the Ncrth American region (NA). If the endogenous
variable refers to the same region, say total imports, the elasticity of
1.5 means that a 1% growth of GDP in 1990 should generate a 1.5% growth
of total imports, in current prices, after some time, say, a couple of
years. If the endogenous variables refer to another region, say total
exporte of Latin America, the meaning is this: for a given GDP growth
rate of Latin America (here 6.2%), a 1% growth rate of North America
induces a 0.3 growth of all exports of Latin America after some time,
say a couple of years.

Two alternative computations can be derived from these figures:
one is the relative annual growth rate in any endogenous variable which
is induced by a 1 per cent, or a 1 per thousand annual change in the GDP
growth rate of North America from 1980 to 1990, under the assumptions
(including GDP fixed growth rates) of scenario IDS1. Alternatively, one may
refer again to a 1 per cent change in the GDP growth rate of NA region in
1990, but relax, for other regions, the assumption of a fixed growth rate.
Instead, it may be interesting to make an assumption of fixed trade gap,
and to compute the change in the growth rate of the region (or any other
variable) induced by a 1 per cent GDP change in North America. This will
be done in the next section, both for scenarios IDS1 and 2. In the present
section, therefore, all elasticities refer to the impact of a change in the
GDP growth rate of one region, in 1990, under an assumption of fixed GDP

growth rates for other regions.
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Table 1

Scenario IDS1 - Impact of a 1% GDP h of region R, on economic variatles
of the same region ( fixed growth rates for all other regionms

Autonomous growth region? NA WE EE JP 0D L& TA KE iR AS
Endogenous variables All elasticities expressed in per cent
Current price variables
All exports a/ 0.5 0.8 - - -« 0.2 - 0,3 -0.1 -
of which: energy 3/ 0.6 - -0.6 -0.4 - 0.2 0.3 0.3 0.1 0.4
211 imports 2/ 1.5 1.3 1,0 1.151.1 0.7 0.6 1.1 0.65 C.65
of which: energy a/ 1.3 0.7 - 0.9 0.5 0.8 1.2 1.5 0.5 1.z
Trade gap 4.9 -13.9 -1.9 =11.7 -6.9 -24.2 -1.9 -1.2 -%*.4 -12.2
Payment gap -£.2 -9.4 -2.2 -9.2 -10.6 -2.1 -3.4 -0,9 -2.2 -4.9
Constant price variables
Exporte of marufactures—] 0.6 1.150.8 - 0.1 0.2 0.1 0.45 - 0.2
Imports of manufactumsyl.e 1.7 1.3 1.6 1.1 0.8 0.6 1.15 0.3 0.7
Value-added:
hgriculture 0.4 -0,3 0.9 0.9 0.5 1.0 1.5 1.% 1.1 1.5
Food processing 6.5 -0.5 0.9 1.1 0.9 1.1 1.2 1.% 1.2 1.6
Energy 1.2 2.0 0.7 1.2 1:..150.9 0.6 0.5 0.6 0.1
Basic products 0.9 ©0,9 1.0 0.9 1.0 0.9 0.6 0.9% 1.0 0.7
Light industry 0.9 0.6 1.0 0.8 1.0 1.1 1.0 1.3 1.6 0.9
Capital goods 1.1 1,1 1.1 0.8 1.2 1.0 1.35 1.4 0.9 0.8%
Construction 1.0 1.2 1.4 1.1 1.1 0.9 0.6 0.9 0.9 1.0
Services l1.c 1,1 0.9 1.1 1.0 1.0 0.8 1.0 0,9 1.0
Manufacturing VA 10 0,8 10 0.9 1,0 1.0 1.0 1.2 1.2 0.85
Investment 1.1 1.2 1. 1.1 1.1 0.9 0.6 0.95 1.0 0.95
Employment 0.9 0.7 0.2 0.9 0.9 0.,951l.2 1.15 1.0 1.1
Private consumption 1.2 1.3 0.9 1. 1.9 1.2 1.7% 1.7 1.1 1.5

Note: for the list of regions, see annex 1.

a/ All trade data referring to developing regions (LA, TA, NE, IN, AS) exclude
the intra-regional trade due to regional integration in the equipment and
machinery sector. Trade and payment gaps, however, are the same whether
this intra-regional trade is included or not. See text,




Target regions NA VE EE JP oD LA TA KE IN AS
-Eﬂé%:‘l‘—zs 1) 1% growth of NA
Trade gap -6.9 4.5 <0.6 3.6 2.0 22.5 0.6 0.6 1.0 4.7
Payments gap 4.2 *1 -0.7 2,0 21 1.4 1.8 0.4 1.1 2.0
~d gap cee see cee coe e =01 <1.6 0.2 0.2 -0.?
Employment gap | -7.%4 - - 0.4 0.1 0.1 -0.2 - 0.1
A1l exports 0.5 0.1 0.2 0.4 0,2 0, 0,2 0.2 0.2 0.4
of which:
-energy 0.6 -0.4 -0.6 -0.1 0.1 0.2 0.1 0.2 0.2 0.15%
- manufactures 0.6 0.1% - .4 0.2 0.% 0.1 0.1 C.2 0.7
2) 1% growth of WE
Trade gap 2.2 =-12.9 0.4 2.9 3,2 22.1 1.1 1.15 1.6 4.9
Fgyments gap 1.8 -9.4 0.3 3.1 4.9 1.4 3.1 0.8 1.7 2.0
Land gap coe . cen cee ees =01 =-%2,3 0.1 ees =0.3
Employment gap - =7.2 - 0.3 - 0.1 0.1 0.2 - 0.1
All exports 0.4 0.8 - c.4 ¢.2 0,3 0.5 0.3 0.4 0.4
of which:
- energy 0.3 - -0.3 0.2 0.3 0.25 0.25 0.3 C.15 0.13
- manufactures 0.6 1.1 0.3 0.4 0.3 0.25 0.6 0.3 0.6 0.6
Manufactures VA - 0.9 - 0.1 - - - - c.l1 0.2
2) 1% growth of Japan
Trade gap 0.9 1.8 -0.6 -11.7 3.7 9.7 0.5 0.8 0.8 7.2
Payment gap 0.8 1.4 -0.7 -9.2 5.6 0.6 1.2 0.5 0.8 2.0
Land gap ooe coe ces ves cee - 1,2 0,1 0.4 =0.1
Ewployment gap - - - =-13,0 0,1 - 0.1 -0.1 - 0.1
All exports 0.15 - =0.2 - 0.4 0.1 0.1 0,2 0.1 0.4
of which:
- energy 0.1 ~0.5 =0.6 -0.4 0.7 - 0.2 0.2 - 0.4
- manufactures 0.1 - - - 0.2 0.1 0.1 0.2 0.1 0.3
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Table 1 gives ine direct and indirect effects o of amg
one region on the economic variables of the same region. Indirect effects
are induced mainly by the trade matrices via the increase in Korth American
imports, which call for exports from other regions, and hence for additional
production and additional imports from those regions. These indirect effects
can be traced up in table 2 for a 1% GDP growth of NA, WE and JP.

The direct effect of 1% change in GDP growth o North America can be
seen, in table 1, in the import elasticity 1.5 (1.3 for energy alome).
The impact on the trade gap is, however attenvated by the second ordei
effect on NA exports, including intra-regional trade between USA & Cansda, with a
0.5 elasticity (0.5 for energy alone). This limits the trade gap elasticity
to -£.9; on manufactures alone, a heavy trade deficit is bound tc emerge from
the import elasticity (1.9) and the indirect export elasticity (0.6).

Turning to the production structure, it can be reen that manufacturing
V.A. has an elasticity of 1,higher for capital goods (1.15) than other
sectoral V.A., and that construction and services also have (in constant
prices) &an elasticity of 1. The highest response is found on the energy
sector (1.2), partly on account of the exports induced by the demand cf
other regions. The lowest figures (0.4 and 0.5) are naturally found for
the agriculture and food proceseing sectors, especially under the assumptions
of low exports of this scenario. Investment respcnse is high (elasticity of
1.1) and employment response lower (0.9) on account of a productivity increase.

Table 1 permits a comparison of these figures with what happens in other
developed regions as a result of an autonomous 1% growth., For example, the
import elasticity of Western Furope is 1.3, almost as high as in North America
but the indirect export effect is relatively high (0.8), largely due to the
increase of irtre-regional trade. For Eastern Europe, Japan or the Other
Developed (op) region, import elasticities due to autonomous shocks to
their respective growth are lower (around 1.0) but no indirect effect on
exports are induced. Japan therefore needs a growth of other regions
to balance its trade, This is even more apparent when considering trade
in manufactures alone. Import elasticities are found to be 1.9, 1.7, and
1.6, with an indirect export response of 0.6, 1.15 and O for the three
regions of North America, Western Europe and Japan resjectively. For
energy, the imports and exportes elasticities of Western Europe are of
tﬂe same order, around 1, while Japan has an import elasticity of 0.9 and
no induced export elasticity.

On the production side, the high elasticities of agriculture and
food processing for Japan (0.9 and 1.1) are worth being noted, as well




- 1bs -

countries except Eastern Europe (G.7). The elasticity of manufacturing

V.A. is about the same as that found for North Americs (around 1), but

with a lower figure for Western Europe where the elasticity of construction
and services is the highest (1.2 - 1.1). In all developed regions, the
employwent elasticity is lower than 1 (0.7 in WE) on account of productivity
increases.

The low employment effect of Eastern Europe for material goods (0.2
elasticity) is built in the model. In that region, the highest prod{action
effects can be observed in the agricultare and food proceseing sector (0.9),
and the construction sector (1.8).

If autonamous chocke of 1% growth are given t5 developing regions,
table 1 cshows that the import elasticities are almoet everywhere around
0.7 (1.1 in West Asia). Similar figures obtain for imports of nanufactureséz
The latter figures appear very low compared to observed data (1.) to 2 in
1963-79, or even to scenario IDPS2: LA(1.2), TA (1.9), §E (1.5), IN (C.7),

AS (0.9). Indeed, the difference between IDS] and IDS? scemarios is a

measure of the decrease in interregional trade due to the policy of regiocnal
integration in scenario IDS1. On an assumption of no trade creation, the
difference between the two elasticities provides a first approximation of

the new intra-regional trade in IDS] (see part II). In the production structure,
the agricultural V.A. elasticities are very high in Tropical Africa (1.5),

West Asia (1.5) and East Asia (1.5) as could be expected, and moderate in

Latin America (1) and South Asia (1.1). High elasticities are also found

in the menufacturing V.A. (around 1.0), with higher figures in West and South
Asia (1.2) and lower in East Asia (0.85). These figures reflect the technology
choices, which, in South Asia, curbs the income increase of the rural sector
and orient development of demand towards industrialization. Also worth being
mentioned is the relatively low elasticity of the energy value-added, around
0.5 - 0.6, except in Latin America (0.9). Energy imports, on the other hand,
have a high elasticity (1.2 to 1.5) except in South Aeia. These figures
reflect the low domestic supply response in the energy sector during the
observation period (1963-75). These figures are embodied in the coefficients
of import equations, which determine the domestic production versus import
substitution, With the high energy prices prevailing since 1975, thete
coefficients may have changed to alleviate the import burden. This camputaﬂion

indeed points to the need for a faster substitution.

5/ With, however, a low figure for imports and exporte of manufacturee of
South Aeia, (0.3 and O rerpectively), which reflect the relative de-
linking of thct region as a result of import substitution policies
during the observation period. . ‘ ‘ ‘
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Table 2 illustrates indirect effects on other regi

comnaring
the impact of an autonomous 1% growth of North America, Western Eurspe
and Japan respectively on developing regiors. As can be seen, the
impact is much stronger on most regions when Western Europe grows up
than in the case of a North Americar and even less Japanese growth.
This can be traced up to the export elasticities of developing regions
(around 0.4 in response to a Western European growth, around 0.3 and 0.1
in response to a North American or a Japanese growth respectively), and
also to the trade gap elasticities or to the export of manufactures. )
This will be further reviewed in the next section, wr2n comparing

ecenarios II'S1 and IDS2.

2 A comparieson of growth linkage effects in scenarios IDS1 and 2

s

The rreceding tables on growth elasticities are used in this section
to campute a growth linkege effect on the assumption that the trade gaps
remain constant in the exposed region. For examrle, it can be seen in
table 2 that a 1% growth in North America induces a trade gap improvement
of 22.5% ir Latin America under ar. assumption of etable growth fcr that
region, Table 1, on the other hand, shows that an autonomous growth of
1% of latin America deteriorates the trade gap by 24.2%. It can therefore
be inferred that the growth of Latin America induced by a 1% growth of
North Americz should be equal to 22.5/%24.2 = 0.66% if the trade gap was
kept constant. Such growth likage effects are repruduced in tables ?
and 4 both for scenarios IDS1 and IDS2. When an autonomous growth of 1%
is given to a region, the corresponding column gives the linkage growth
effecte on any specific region on an assumption of constant trade gaps
for that region and constant growth for others. This is an extreme
assunption which may not be meaningful for some developed regions or
for West Asia where growth ifs not tyrade-constrained. Interesting findings
however emerged. In the fcllowing text, figures referring to scenario
IDS2 are quoted, since the assumption of fragmented markets is the closest
to a continuation of present policies.

If considering autonomous growth in the developed regions, the
following linkages can be observed with developing regions (see table 3).
A 1 growth of North America approximately induces a 0.4 growth in Latin

America and East Asia, around O.3 in Tropical Africa and South Asia, and

C.l in Tropical Africa. Ae might be expected, Latin America and East
Asia rank first.




Table 2

Linkaze growth effects induced by a 1% growih of DD regions

(trade gap fixed for target region and for no other)

Target NA WE ip oD LA TA NE IN AS
regions
Scenarios 1) CDP growth induced by a 1% growth of NA
Irs] 1l 0.2%2 0.3*7 0.2 0.66 0.21 0.51 0.2C 0.%9
IDS?2 1 0.22 0.61 0.22 0.37 0.11 0.21 0.20 C.42
2) CDP growth induced by a 1% growth of WE
IDS1 0.32 1 .22 0.47 0.65 0.61 0.95 0.48 0.4C
IDS?2 0.26 1 0.2 0.40 0.34 0.22 0.28 0.1%5 0.20
2) GDP growth induced by a 1% growth of JP
IDS1 0.14 0.12 1 0.54 0.28 0.27 0.65 0.24 0.6C
IDSs2 Cc.10 C.11 1 0.49 0.14 0.10 0.25 0.14 0.45
4) GDP growth induced by a 1% growth of OD
IDSs1 0.03 0.08 0.09 l 0.10 0.11 0.12 0.13% 0.08
IDS? 0.02 0.06 0.01 1 0.01 0.01 0.04 0.03% 0.17
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Table 4

Linkage growvth effects induced by 1% growth of DG regions

(trade gap fixed for targetregions and no other)

Target NA WE JP OD | LA TA NE IN AS
regions
Scenarios |1) GDF growth induced by a 1% growth of LA
1DS1 0.06 0.05 0.08 0.08 |1 0.16 0.22 0.11 0.C9
IDS2 0.06 0.06 0.09 0.0% |1 0.04 0.07 0.02 0.0%
2) GDP growtk induced by a 1% growth of Ti
1DS1 0.01 0.04 0.05 C€.10 [0.10 1 0.12 0.12 0.07
IDS2 ¢.01 0.07 0.09 0.07]0.02 1 0.02 0.03 0.02
%) GDP growth induced by a 1% growth of KNE
1DS1 0.02 0.11 0.11 0.09 [0.10 0.10 1 0.16 0.08
1pS2 0.03 0.16 0.17 0.06 |0.03 0.02 1 0.14 0.04
4) GCDP growth induced by a 1% growth of IN
1DS1 0.01 0.02 0.03% 0.07 |0.08 0.10 0.13 1 0.06
5) GDP growth induced by a 1% growth of AS
IDS1 0.02 0.04 0.10 0.13 {0.12 ©0.11 0.20 0,40 1
1DS2 0.03 0.04 0.13 0.08 |0.03 ~ 0.09 0.25 1
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If the sutonomous giuwih springs from Western Europe, the induced
grovth for West Asia is the highest (0.4), fcllowed by Latin America
and South Aeia (0.25), East Asia (0.3) and, last, Tropical Africa (C.2).

The corresponding fisures for a 1% growth of Japan are in general lower:
Eest Asia (0.45), West Asia (0.25), Latin America and South Asis (0.14),
Tropical Africa (0.1). Interestingly, the highest growths induced by
Japan are located in the Pacific area, i.e. East Asia (0.45) and the OD
region (0.49).

If linkages among developed regions are considered, the reciproc&i
effects of North America and Western Europe are noteworthy (around 0.2),
wvhile the CD region (Australia, New Zealand and South Africa) has a growth
around 0.9 induced ty Jaran, 0.4 by Western Europe and 0.2 by North America.
Japanese growth induced by North America is high (0.60) but not the other
vay round (0.10). The same asymmetry is observed in the Japan-Western
Europe lirkages (0.40 versus 0.11). Eastern Europe (not reproduced in
the table) strongly responds to & Western European growth (0.95) but
induces a low growth in all regions whether developed or developing.

Developing countries, in turn, can have an impact on the growth of
developed countries (eee table 4). Western Europe response to an autonamous
growth in the South is higheet if growth originates from West Asia (0.16),
¢f the same order (0.04 - 0.07) if it starts from Latin America, Tropical
Africa and East Asia, and negligible if it comes from South Asia. Correspond-
ing figures are lower for North America, except when the growth originates
from Latin America (0.06). Japan is sensitive 10 growth originating from
West Asia (0.17), East Asia (0.12), Latin America (0.09) and Tropical
Africa (0.09). The OD region responds to a growth originating from East
Asia (0,08), Tropical Africa (0.07), West Agia (0,06) and Latin America (0.0%).

Interregional South-South trade can also induce some linkage grow:h
effects, but which are far from reaching the level of North-South linkages.
Thus, Weet Asian growth has an elasticity of 0.09 to the growth of East
Asia, and 0.07 to the growth of Latin America; South Asian growth has an
elasticity of 0.25 to the growth of East Asia, and the mmallest linkage
growth effects are obeerved in East Asia which has been seen to be sensitive
to the growth of developed market regions. In general, the low South-South
linkages can be said to reflert the assumptions of the scenario on the Nnrth-
South orientation of trade.

The linkage effects result from the interplay of the trade subsystem,
in particular the trade share matrices, with the system at large. Since

the trade share matrices are the same for the two base scenarios, IDS]1 and
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IDS2, ss well as the baee growth assurptione, the difference between the
linkage effects of the two scenarios can only come from the import equations.
A surprising finding, at first glance, is that the growth linkage effects
happen to be generally higher for scenario IDS1, where a regional integration
is eimulated withineachdeveloring region than in scemario IDS2 (fragmented
markets). This means that the ratio used to compute the growth linkage
effect, say trade gap incuced into LA by & 1% growth of NA divided by

trade gap of LA induced by a 1% autoromous growth is larger in scenaric

iDE1 than in scenario IDS2. In general (for TA, NE, IN, AS), the denominator,
i.e. the trade gap induced by an autonomous growth process of the develorping
region is much lower in scenario IDS1, and therefore causee the ratio to be
higher tha.n in the other scenario. This seems consistent with the baric
assumptions. If arguing in terms of economic policy, it follows that

growth is less trade-constrained in a scenario of collective self-reliance
than in a scenario of fragmented markets, and that, therefore, the computation
of the growth linkage effect (say between AS and NA) is lees meaningful in

the former case than in the latter.

4. Comparison of results between UNITAD and GIOM models

Another comparison can be made between the results of two modele, i.e.
UNITAD and GIOM (the Global Irput-Cutput Model) used by the Department of
International Economic and Social Affairs (DIESA), UN Headquarters. The
latter reflects the pre-oil crisis linkagess/and can therefore be usefully
compared with scenario 1DS2 with fragmented markets.

The comparison is made on the basis of a GIOM scenario in which 1%
growth of employment ie assumed simultaneously in three developed regions,
i.e. North America, high income Western Europe and Japan, This cames close
to an assumption of a 1% GDP growth in the three regions. Furthermore,
growth is trade-constrained in Latin America, Tropical Africa, South and
East Asia, but not in the other regions. When computing the growth linkage
effects in these regions for the UNITAD model, care must be taken to include
not only the growth induced by the three developed regions (with a geographical
scope larger for Western Europe) but also the second order effect induced by
the growth of the four developing regions. This is done in the following
table:

a/ It was built in the early 70's by Leontief et al.
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Comparison of GIOM and UNITAD models

Growth linkage effects induced by a simultaneous

growth of three developed regions

IDS1 - UNITAD — IDS? crom®
KA 1.0 1.0 0.97
WE 1.0 1.0 1.0
Jp 1.C 1.0 1.1
LA 2.C C.57  0.44 - 0.48
TA 1.70 0.46  0.43 - 0.49
IN 1. 1.0

% } 0.50

AS 1.70 1.2

The differences among growth linkage effects is evident in spite
of the difference in geographical converage of regions. Recults are
very close for Tropical Africa between GIOM and IDS2, i.e. around 0.46
but sharply differ in the other regions, in the sense that linkage effects
rcughly are twice as great in IDS2 as compared to GIOM: around 1 for Latin
America (IDS2) compared to 0.46 (GIOM), around 1.1 for Aeia (IDS2) compared
to 0.50 (GIOM). It is difficult to give a precise explanation; the energy
price can play a role but this is not the best guess. Subject to confirmation
on figures, it seems likely that thereason should be sought in the trade
dependence process, as is the case in the same table between scenarios
IDS1 and IDS2. The difference in figures would be well explained if an
autonomous growth process of a developing region led to a much lower
trade gap in UNITAD-IDS? than in GIOM. Thie in tuyrn should be traced back
to the 1/0 tables and the import equations where a constant propensity to
import ies assumed in GIOM, as opposed to UNITAD where trade equatione are
more complex (eee part II). Perhaps the explanation can be found in the
observation period, which for the GIOM model, is limited to the 1960's, a

period of higher trade dependrnce than the 1963-75 period used in JNITAD.

a/ The difference in the number and defnition of regions between the
twvo models is reflected in the table - GIOM includes two Latin
American subregions, two African subregions and only one region
covering South and East Asia.
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Overall, seneitivity analyses appear in this study most revealing
as to the response of the system. Further results will be published
in subsequent studies.







