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BACKGROUND

Coastal zone management refers to the management of coastal resources.
Resources are common to other areas (urban, industrial, agricultural, forestry,
military, tourism and recreation, mining, dumping and waste disposal, etc.) but also
they are specific to coastal areas (fishing, navigation, port and harbor, desalination
and salt production, etc.).

The complex structure of coastal zone is distinguished by a particularly
“attractive’” area, with a high population density and economically dynamic, which
includes large cities and big ports. In this particular area, made up of inland and
marine ecosystems, also large-scale industries (agro-industry, iron and steel,
metallurgy, chemical, mechanical, shipyards and tourism), are settled frequently
compensating natural landscapes and resources.

To achieve balanced environmental planning and sustainable exploitation of
natural resources in coastal areas, industrial development has to be supported by a
knowledge-based management system. This system should integrate advanced
technologies for monitoring the development in all its aspects.

In this context, ICS-UNIDO has organized in collaboration with FORGEA
International, a Training Course on “Image Processing and Remote Sensing for
Monitoring Industrial Development in Coastal Areas” from 4 to 8 June 2002. This
Training Course was developed within the activities of the ICS Area of Earth,
Environmental and Marine Sciences and Technologies, under the Coastal Zone
Management (CZM) Sub-programme.

JUSTIFICATION

Integration of Remote Sensing with other related technologies/disciplines such
as GIS (geographic information systems), DSS (decision-support systems) and
computer science is essential to acquire complete benefits of this technique. However,
in most cases the separation between those technologies is apparent because of the
cost and the availability. Remote Sensing experts are not well exposed to the
technology of GIS and GIS specialists do not receive enough knowledge and sufficient
training on image acquisition and processing. Therefore, a complete knowledge fusion
between GIS and Remote Sensing needed to be conducted and experts should be
exposed to all technologies.

For example, spatial data processing and multi-criteria decision-support
systems are necessary tools for industrial siting, urban planning and for establishing
a system of monitoring stations, suitable for registering atmospheric and aquatic
pollution. The integration of coastal environment engineering, GIS technology, GPS
applications, numerical modelling with remotely sensed data management can be
done through image processing and GIS technologies. This is useful for presenting a
common “interface” and “approach” to tackle environmental problems and to
control industrial impact.

In this context, the training course has provided participants with practical
expertise used to solve problems in real case studies based on some lessons on remote



sensing and image processing relied on a mixture of theory and practical applications
followed by exercises to complement theoretical lecture topics in order to create a
good training environment.

The course has given to the participants the opportunity to access advanced
software packages using remotely sensed data for elaborating some exercises
developed on real case studies for supporting decision-making process.

OBJECTIVES

In this Training Course, ICS intended to train junior experts on image
processing and remote sensing techniques, as supporting tools for the management of
coastal areas, using advanced software packages.

The specific objective was the development of skills in the use of remotely
sensed data for the purpose of knowledge of image acquisition methods, data
merging, image rectification, image enhancement, image classification and image
algebra.

STRUCTURE OF THE COURSE

The course started with some introductory lectures presenting an overview of
the state of the environment linked to socio-economical development, in particular
industrial development in coastal areas, followed by some lessons on the basic
concepts of remote sensing, GIS, DSS, process simulation, multivariate analysis and
multi-criteria evaluation. During the training course a practical session in which
participants profited from a direct access to specific software was of great interest.

RESULTS

- Trained experts;
- Strengthening ICS collaboration with international institutions and
organizations.

CONCLUSIONS AND RECOMMENDATIONS

Coastal zone is of extreme significance to human affairs. In this specific area,
the real conflict is not between sea and shore but between man and nature. The
management of coastal resources should be based on:

- An integrated approach, which requires an integration of advanced
technologies including Remote Sensing, GIS and DSS for ‘understanding,
analyzing and managing physical, chemical and biological structure of coast
in relation to anthropogenic exploitation. This approach involves various
forms of analysis including simulation and modeling;

- A concrete collaboration between international institutions interested in
developing strategies for sustainable industrial development by transferring
technologies that are useful to monitor landscape changes in industrial areas



and their surrounding environment and to support decision-makers for coastal
zone management plans.

IMMEDIATE FOLLOW-UP

— A final report of the training course, which can be subject to scientific editing
and publication and should include all presentations, exercises and lecture

notes;
— Build-up a mailing list for the participants to exchange information and

knowledge;
-~ Preparation of a new presentation for GIS-GRASS wusers’ conference
according to some suggestions from participating experts.

LIST OF ANNEXES

PROGRAMME
See attached Annex I.

LIST OF PARTICIPANTS
See attached Annex II.

PRESENTATIONS
See attached Annex I11.

STATISTICS
Se attached Annex V.
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Training Course on

"Image Processing and Remote Sensing for Monitoring

Industrial Development in Coastal Areas"

Iglesias, Cagliari, Italy
4-8 June 2002

Programme

Tuesday, 4 June 2002

09:00-09:30 Registration

09:30-10:30 Welcome speech by host
Introduction to ICS, Mr. G. Longo
Overview on the objectives of the Training Course and presentation of
the participants, Mr. E. Feoli

10:30-11:00 Coffee break

11:00-12:00 Overview of the importance of industry, trade and tourism in coastal
areas: mining activity in Sardinia, in Iglesias and its territory, Mr. L.
Ottelli

12:00-13:00 Definition of land use/land cover for planning industrial development,
Mr. E. Feoli

13:00-14.30 Lunch break

14:30-15:30 Process Simulation for a sustainable industrial development, Mr. G.
Longo

15:30-15.45 C(Coffee break

15:45-17:00 Technological tools for coastal zone management, Mr. G. Tore

17:00-17:15 Open discussion

Wednesday, 5 June 2002

09:15-11:00 GIS and Spatial Data integration, Mr. E. Feoli

11:00-11:15 Coffee break '

11:15-13:00 Remote Sensing techniques, Mr. A. Altobelli

13:00-14:30 Lunch break

14:30-15:30 Practical exercises on “satellite images acquisition, data analysis,
information extraction, correction techniques and image processing”,
Mr. A. Altobelli and Mr. M. Ghribi

15:30-15:45 Coffee break

15:45-16:45 GIS applications using MultiSpec for unsupervised and supervised
classification of LANDSAT images, Mr. A. Altobelli

16:45-17:00 Open discussion



Thursday, 6 June 2002

09:00-11:00
11:00-11:15
11:15-13:00

13:00-14:30
14:30-15:30

15:30-15:45
15:45-16:45

16:45-17:00

Introduction to multivariate data analysis, Mr. E. Feoli

Coffee break

GIS, remote sensing and spatial decision support systems (SDSS) for
costal zone management, Mr. M. Ghribi

Lunch break

Practical exercises using MultiSpec and IDRISI, Mr. A. Altobelli
Coffee break

Practical exercises on Image Processing and Multi-Criteria
Evaluation (MCE) using IDRISI software package, Mr. M. Ghribi
(cont.)

Open discussion

Friday, 7 June 2002

09:00-11:00
11:00-11:15
11:15-13:00

13:00-14:30

14:30-15:30

15:30-15:45
15:45-16:45

16:45-17:00

Presentation of ICS case studies, Mr. M. Ghribi

Coffee break
Application of classification and ordination methods in landscape

assessment, Mr. E. Feoli

Lunch break

Practical exercises on Image Processing and Multi-Criteria
Evaluation (MCE) using IDRISI software package, Mr. M. Ghribi
(cont.)

Coffee break

Practical exercises on Image Processing and Multi-Criteria
Evaluation (MCE) using IDRISI software package, Mr. M. Ghribi

(cont.)
Open discussion

Saturday, 8 June 2002

09:00-10:45

10:45-11:00
11:00-13:00

Focus on the Impacts of industrial development on marine
environment and landscape, Mr. N. Candeloro

Coffee break
Conclusions and Closure of the Training Course
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"Image Processing and Remote Sensing for Monitoring Industrial

Development in Coastal Areas”
Iglesias-Cagliari, Italy
4-8 June 2002

List of Participants

Participants:
Albania

Ms. Rajola Dervishi
INIMA - Institute of Informatics and Applied Mathematics
Rr. Lek Dukagjini, 3
Tirana, Albania
Tel.: +355-42-26234
Mobile : +355-68-2139478
Fax: +355-43-62122
E-mail: inima@inima.al
rsot@inima.al

Ms. Nevila Resulaj
INIMA - Institute of Informatics and Applied Mathematics
Rr. Lek Dukagjini, 3
Tirana, Albania
Tel.: +355-42-26234
Mobile: +355-68-2138195
Fax: +355-43-62122
E-mail: [nTma@inima.al
nresulaj@inima.al
nresulaj@hotmail.com

Ms. Fatlinda Struga
Institute of Urban Studies
RR Muhamed G. Jollesha
Prane ISTN

Tirana, Albania

Tel.: +355-42-23361
Fax: +355-42-23361

Bosnia and Herzegovina

Mr. Branko Vucijak

HEIS - Hydro-Engineering Institute Sarajevo
Stjepana Tomica, 1

71000 Sarajevo, Bosnia and Herzegovina
Tel.: +387-33-207949

Fax: +387-33-207949

E-mail: branko.vucijak(@heis.com.ba

neis(@heis.com.bd
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Bulgaria

Ms. Zhenya Valcheva

Executive Environment Agency

Bld. Tzar Boris 111, 136

1618 Sofia, Bulgaria

Tel.: +359-2-9406418

Fax: +359-2-9559015

E-mail: valcheva@nfp-bg.eionet.eu.int

Croatia

Mr. Boris Legovié

INA - Qil Refinery Rijeka
51222 Kostrena, Croatia
Tel.: +385-51-203499
Fax: +385-51-203000
E-mail: boris.leqvic@ina.hr

Hungary

Ms. Rozalia Jamniczky

University of Veszprem

P.0. Box 158

H-8201 Veszprem, Hungary

Tel.: +36-88-425049

Mobile: +36-30-3613656

Fax: +36-88-425049

E-mail: jrozi@almos.vein.hu
glenbenton7 @freemail.hu

Ms. Henrietta Nagy

Szent Istvan University
2103 Godollo, Hungary
Tel.: +36-28-522000/2065
Mobile: +36-30-2678970
Fax: +36-28-410802
E-mail: hnagy@freemail.hu

Poland

Ms. Bernadetta Zawadzka

Institute of Soil Science and Plant Cultivation
Czartoryskich, 8

24100 Pulawy, Poland

Tel.: +48-81-8863421 ext. 259

Fax: +48-81-8864547

E-mail: zawadzka@gnom.iung.pulawy.pl




Romania

Ms. Simona Catana
INMH - National Institute of Meteorology and Hydrology
Soseaua Bucuresti - Ploiesti 97, Sector 1
71552 Bucharest, Romania
Tel.: +40-1-2303240
Fax: +40-1-2303143
E-mail: Fimcatt@meteo.inmh.rg
simcat20pT@yahoo.com

Ms. Ana Nitu

INMH - National Institute of Meteorology and Hydrology
Soseaua Bucuresti - Ploiesti 97, Sector 1

71552 Bucharest, Romania

Tel.: +40-1-2303116

Fax: +40-1-2303143

E-mail: anan@meteo.inmh.ro

@nanii@vango.com

Turkey

Ms. Sevgim Deniz Azcanli

General Directorate of Environmental Impact
Assessment and Planning

Ministry of Environment

Eskisehir Yolu 8 km

Ankara, Turkey

Tel.: +90-312-2879963

Fax: +90-312-2852910

E-mail: kdazcanli@ucvt.qov.id
dazcanli@yahoo.con

Mr. Sadat Kadioglu

Environment Expert

Department of Water and Solid Management

General Directorate of Prevention Pollution and Control
Ministry of Environment

Ankara, Turkey

Tel.: +90-312-9879963/5412

Fax: +90-312-2855875

E-mail: edatkad@yahoo.com

Ms. Zeynep Fikran Yenice

The Authority for the Protection of Special Areas

Ministry of Environment

Koza Sk., No. 32

06700 Cankaya, Ankara, Turkey

Tel.: +90-312-4408551/233

Fax: +90-312-4408553

E-mail: Eeysin2000@hofmail.com
zeynepyenie@yahoo.con
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Lecturers:

Mr. Nicola Candeloro

Director

Eurallumina S.p.a.

Portovesme

Casella Postale n°64

09010 Portoscuso, Cagliari, Italy
Tel.: +39-0781-500302

Fax: +39-0781-500310

Mr. Luciano Ottelli

Via S. Antonio, 2

09016 Iglesias, Cagliari, Italy
Tel.: +39-0781-23852

Mob.: +39-340-3994001

Mr. Giorgio Tore

Progemisa S.p.a.

Societa Sarda Valorizzazione Georisorse
Via Contivecchi, 7

09122 Cagliari, Italy

Fax: +39-070-271402

E-mail: giorgio.tore@tin.it

From ICS-UNIDO

Mr. Alfredo Altobelli

Scientific Consultant

Earth, Environmental and Marine
Sciences and Technologies
ICS-UNIDO

AREA Science Park

Padriciano 99, Bldg. L2

34012 Trieste, Italy

Tel.: +39-040-9228148

Fax: +39-040-9228136

E-mail: alfredo.altobelli@ics.trieste.it

Mr. Enrico Feoli

Senior Scientific Consultant
Earth, Environmental and Marine
Sciences and Technologies
ICS-UNIDO

AREA Science Park

Padriciano 99, Bldg. L2

34012 Trieste, Italy

Tel.: +39-040-9228109

Fax: +39-040-9228136

E-mail: enrico.feoli@ics.trieste.it




Mr. Mounir Ghribi

Environmental Technologies Engineer
Earth, Environmental and Marine
Sciences and Technologies
ICS-UNIDO

AREA Science Park

Padriciano 99, Bldg. L2

34012 Trieste, Italy

Tel.: +39-040-9228105

Fax: +39-040-9228136

E-mail: mounir.ghribi@ics.trieste.it

Mr. Gennaro Longo

Area Director

Earth, Environmental and Marine
Sciences and Technologies
ICS-UNIDO

AREA Science Park

Padriciano 99, Bldg. L2

34012 Trieste, Italy

Tel.: +39-040-9228104

Fax: +39-040-9228136

E-mail: gennaro.longo@ics.trieste.it
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. Longo

. Ottelli

. Feoli

. Longo
. Tore
. Feoli

. Altobelli

List of Presentations

Introduction to ICS

Overview of the Importance of Industry, Trade and Tourism in
Coastal Areas: Mining Activity in Sardinia, in Iglesias and its
Territory

Definition of Land Use/Land Cover for Planning Industrial
Development

Process Simulation for Sustainable Industrial Development
Technological Tools for Coastal Zone Management
GIS and Spatial Data Integration

Remote Sensing Techniques

. Altobelli and M. Ghribi  Practical Exercises on “Satellite Images Acquisition,

. Altobelli

. Feoli

. Ghribi

. Ghribi

. Ghribi

. Feolj

. Candeloro

Data Analysis, Information Extraction, Correction
Techniques and Image Processing”’

GIS applications using MultiSpec for unsupervised and supervised
classification of LANDSAT images

Introduction to Multivariate Data Analysis

GIS, Remote Sensing and Spatial Decision-Support Systems
(SDSS) for Coastal Zone Management

Practical Exercises on Image Processing and Multi-Criteria
Evaluation (MCE) using IDRISI Software Package

ICS Case Studies Presentation

Application of Classification and Ordination Methods in Landscape
Assessment

Focus on the Impacts of Industrial Development on Marine
Environment and Landscape



Introduction to ICS
by G. Longo
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Gennaro Longo

Area Director

Earth, Environmental and Marine Sciences and Technologies
ICS-UNIDO
AREA Science Park, Padriciano 99, Building L2, 34012 Trieste, italy
Tel: +39.040.9228104 - Fax: +39.040.9228136
E-mail: gennaro.longo@ics.trieste.i}
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ICS

Autonomous Institution operating

within UNIDO legal framework
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> Founded by Nobel prize-winner Prof. Abdus
Salam in 1988

» Supported by Italian Government

» Headquarters: Trieste, Italy (within the AREA
Science Park)
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Institutional Structure
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Steering Committee

> Representatives of Italian Government
» Representative of UNIDO

> Representative of Developing Countries
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Objectives of ICS

> To foster and facilitate the transfer of
technology in specific high-tech areas to
developing countries.

> To provide high-tech SME’s in developing and
in transition-economy countries with
advanced tools and services for the
enhancement of their sustainability and
competitiveness.

> To assist in the formulation of eligible projects
to be financed by international donors.
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Implementation Instruments...

Training activities

» Training courses

> Scientific workshops
> High-level seminars
» Fellowships

> Publications and training packages
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...Implementation Instruments

Project proposals

» Traditional training activities at ICS support
the identification and formulation of projects,
which are submitted to donors for funding.

> Project proposals are identified and
implemented with the support of experts and
fellows from industries or institutions.
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Networking

> Support to the establishment of networks to
improve the exchange of experience.

» ldentification in various regions of the world,
selection and evaluation of partner institutions
willing to offer:

Cooperation and support

International Cooperation

» CEIl (Central European Initiative)

» CP/RAC (Cleaner Production - Regional
Activity Centres)

> UNEP/MAP (Mediterranean Action Plan)

> UNIDO (United Nations industrial Development
Organization)
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ICS Activities (1988-2001)

» 380 Workshops, Training Courses,
Expert Group Meetings

> 13165 Participants
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Participants (1988-2001)

Central &
South America
Asia & Pacific 13%
. 23%

Europe
20%

Africa
10%

UN
Organizations
2%
North America Arab Region Eastern Europe
3% 9% 20%
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Technical Areas

Pure and Applied Chemistry

Area Director: Mr. Stanislav Miertus

Earth, Environmental and Marine

Sciences and Technologies

L .
e e Area Director: Mr. Gennaro Longo

High Technology and New Materials

Area Director: Mr. Emilio Vento
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Pure and Applied Chemistry

> Catalysis and Sustainable Chemistry

Transformation of polluting obsolete chemical technologies into
cleaner alternatives using catalysis.

> Environmentally Degradable Plastics
Renewable resources.
Plastic waste disposal.

>» Remediation
Decontamination of polluted sites.

» Combinatorial Chemistry and Technologies
Pharmaceutical and agrochemical industry applications.
Development of new chemical compounds.
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High Technology and New Materials

> High Technology

Laser applications and optical technologies for industry and
medicine.

» New Materials
Composite materials for low-cost housing.

» Photovoltaic Solar Energy

Diffusion of pv systems and applications.

» Telecommunication Technologies
Radio communications, fixed, mobile, satellite and rural networks.
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Earth, Environmental and
Marine Sciences and
Technologies
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Main Focus

> Pollution prevention.
> Waste reduction at source.

> Medicinal and aromatic plants
industrial exploitation.
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Objectives

> Balanced environmental planning.

» Sustainable industrial exploitation of natural
resources.

» Clean technologies.

» Sustainable industrial development of coastal
activities.
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Technical support

> Process Simulation & Environment Simulation
> Remote Sensing
» Image Processing

> Geographic Information Systems
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Software...

» Geographic Information Systems (GIS)

« ARCINFO
GRASS
IDRISI

+ ARCVIEW

» Image Engineering

+ IMAGINE
« GEOMATICA

10
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...Software

» Process Simulation

« PROII
- ASPEN PLUS
* Delft3D
> Statistical Analysis

+ STATISTICA
+ SPSS

» Mathematical Modeling
+ MATLAB

&0 (€3 'miermat ol S Bioay

Subprogrammes

> Decision Support Systems for Sustainable
Industrial Development

» Coastal Zone Management

> Industrial Utilization of Medicinal and
Aromatic Plants

11
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DSS for Sustainable Industrial
Development

» Reinforcement of decision-making process
for sustainable industrial development

- Process Simulation

- Environment Simulation RS- S
. Remote Sensing @ e
. Image Processing L R
. GIS
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Coastal Zone Management

> Sustainable development of coastal
economics. :

> Integration of scientific, economic, legisiative
aspects.

> Application of decision-support systems for:

* industrial siting
* resource management and control
« control and monitoring of pollution

12
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Industrial Utilization of
Medicinal and Aromatic Plants

» Consolidation of existing
technology for developing
countries.

» Technical assistance in
product R&D.

> Raising government
awareness.

Publications and Products...

» Training Manual on “Introduction to GIS for
Industrial Development”. '

» Training Package on “Integrated Coastal Area
Management”.

» Manuel de Formation “Approche stratégique
d’une gestion environnementale integrée dans
les entreprises industrielles algériennes”.

13
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...Publications and Products...

» Elaboration of a database on Essential Oils,
provided by the African Laboratory for Natural
Products (ALNAP), in collaboration with the
Addis Ababa University, Ethiopia.

> Updated links to Medicinal and Aromatic
Plants databases.

» Technical and economical assessment of
various technologies for Essential Oil
Extraction.

e “i\‘*a P E DN o .
G €3 ‘nrernal Sn SV S togy

...Publications and Products...

> Video documentary on “Standardization
Techniques for Herbal Medicinal Products”.

> “Industrial Development in Coastal Areas of
South-East Asia” (Workshop Proceedings)

> “The Role of Process Simulation in
Sustainable Industrial Development” (EGM
Proceedings).

14



...Publications and Products

> Bioprospecting Strategies for Industrial
Exploitation of Medicinal and Aromatic Plants
(Workshop Proceedings).

» Trade and Production of Herbal Medicines and
Natural Health Products.

> Industrial Utilization of Pyrethrum (Workshop
Proceedings).
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Activities 2002...

» Workshops on the “Role of Process
Simulation for Sustainable Industrial
Development in Cleaner Production Centres”,
Brazil, Ecuador and Nigeria.

» Training Course on “Sustainable Industrial
Development: Process Simulation, Analysis,
Optimization and Control”, Bangkok, Thailand.

» Training Course on “Quality Control and
Standardization of Herbal Drugs”, Guatemala,
Guatemala.

15
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...Activities 2002...

» Training Course on “Ilmage Processing and
Remote Sensing for Monitoring Industrial
Development in Coastal Areas”, Iglesias, Italy.

Training Course on “Integrated Coastal Area
Management”, Tegucigalpa, Honduras.

A\

Workshop on “Industrial Case Studies by
Cleaner Production Centres”, Nairobi, Kenya.

v

...Activities 2002

» Workshop on “Regulations for Production and
Marketing of Medicinal Plant Products”,
Trieste, Italy.

> Workshop on ”Results of the PRTR Pilot
Project”, Alexandria, Egypt.

16
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Projects 2002...

> Ecological Protection of the Modrac Reservoir
as Basic Resource for Water Supply of
Citizens and Industry of Tuzla Canton, Danube
River Basin.

» “Pollutant Release and Transfer Register
(PRTR)” Mediterranean Pilot Project,
Alexandria, Egypt.

> Process Simulation for In-plant Cleaner
Production Assessment and Process
Optimization, Nairobi, Kenya.
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...Projects 2002

» Pre-investment Study for Pollution
Assessment in the Industrial Area of Zadar,
Croatia.

» Industrial Exploitation of Tea Polyphenoils,
Chandigarh, India.

17



%2%@ @% \ gﬁg‘g@g r%:% an lgﬁ@gﬁnology

Future trends...

» Commitments and priorities indicated by the
Italian Government.

» Follow-up of ongoing activities - draft plan for
next years - (events, projects, “products”, in-
house expertise).

» Complementarity and synergy between ICS
specialized services and UNIDO programmes
of intervention.
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...Future trends

> Periodic survey of urgent problems and
priority needs of developing and in transition
countries through Expert Group Meetings,
Workshops and  Scientific Committee
Meetings.

> Trends in Sustainable Industrial Development.

18
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For additional information please visit our web site:

http:/lwww.ics.trieste.it
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Overview of the Importance on Industry, Trade and Tourism in
Coastal Areas: Mining Activity in Sardinia,
in Iglesias and its Territory
by L. Ottelli



Overview of the Importance of Industry, Trade and Tounsm in Coastal Areas:
MINING ACTIVITY IN SARDINIA, IN IGLESIAS AND ITS

TERRITORY

When the dossier on the value of the millenial mining activity on our
island was presented, the attention of 170 Unesco members was
impressed. They carefully listened to the long and complex geological
events that led to the exploitation of the considerable deposits of the
most differet minerals, that saw man struggle and suffer to mine the

most secret treaures of the island subsoil.

The mining activity tells us of 8000 years of history in which our land
has been object of reserch and mine working of various minerals, apart
from being a meeting point for different cultures and polulations coming
from all over the Mediterranean sea.

During those 8000 years, the searched and used materials have
naturally changed, going from obsidian to gold, according to the change
in the interested populations and, still today, this search and exploitation
of new minerals go on.

The decline of the mining activity in Sardinia, that brought to the
almost complete closure of the mining plants, has not been followed by
the deserved attention and sensibility. Every mine, in fact, once the
useful mineral has been depleted, can be reused for all its cultural,
scientific and human contents that naturally possesses but that have been
incremented during its development.

It is also true, however, that the mining activity leaves on the territory,
heavy marks of iself, deeply modifying the landscape with superficial
minings, dumps and decantation basins. Such marks represent a kind of
visual pollution but, above all, a presence of heavy metals on soils and
waters.

Different projects of depollution are being fulfilled in the Iglesiente

area. Concerning heavy metal pollution, for instance, the main problem



is represented by the settling tank of washery muds and heaps of
metallurgic waste, that have proved to be sources of environmental
pollution in a few cases and are, in general, a potential risk of
environmental damage, and require urgent safety engineering
intervention, impact minimisation and monitoring. Finally, mining
activity has affected the hydrogeological system, the landscape and land
morphology, and has caused significant impoverishment of woods that
have been cut and used to support underground cavities or the
production of energy.

The problem of soil and water pollution caused by mining activity
became apparent in the mid-ninteenth century as a result of large
amounts of extracted materials and the absence of environmental
protection. With the abandonment of mining activity, more or less
pronounced, diffused and canalised dnlling processes have caused
collapses and erosion near the tailings heaps. This led to the
unconditioned transport of fines and their discharge into watercourses
and soils, causing both surface and deep chamical contamination, a less
apparent risk though, in the long term, the most dangerous.

Surveys seem to indicate that the heaped mine tailings amount to over
fifteen million cubic meters, not counting the waste that a few mines
have discharged directly into the sea.

According to the Mine Office, the quantity of material discharged in
nivers between 1949 and 1958 amounts to five millions cubic meters, but
specific studies on heavy pollution have only been carried out in recent
years.

As a result of a few geochemical and hydrogeochemical survey carried
out on vast portions of land affected by mining activity, sampling of the
most representative parts of the spoil bancks confirmed the presence of
high contents of Pb (>5000 ppm), As (>100 ppm) and Cd (>100 ppm),
above legal toxicity limits provided for industrial wastes.

There are not specific studies on the effects on air contamination,

though several environmental anlyses have shown that a few mining



areas particularly exposed to the dominat winds present accumulations
of sediments from the spoil banks and a significant amount of dust.

However, it has to be pointed out that, the mining activity through
history, gives Sardinia a peculiar aspect. Its geological, mineralogical,
paleontological, hydrological elements, its biologic rarities and endemics,
its humid zones, its spectacular landscapes in the morphology of its
coasts, internal mountains and underground cavities and all the
archeological remains deeply related to the mining areas, constitute, all
together, a perhaps unique heritage in the world.

Nevertheless, among these characteristics, it was the geological and
mining exigencies that most intensely spelled out the social and cultural
history of the island, an island with strategic natural resources, deposits
whose variety and size have attracted Mediterranean and other
populations from the most ancient times up to recent years.

The mineral nichness of Sardinia appears through the innumerable
mines scattered in its territory. All those mines have different productive,
scientific and cultural values, but are all indispensable to understand the
evolution of events in over 8000 years of uninterrupted exploitation.
Mining history reflects the history and culture of the Mediterranean man
and this is the reason why the Unesco imterest has arisen together with
the following recognition of the “PARCO GEOMINERARIO
STORICO ED AMBIENTALE DELLA SARDEGNA” as a proposal
of valonzation of a cluster of cultural and environmenta] values that few
other countries posses. And, in this contest, the Iglesiente territory is the
one the most represents the evolution of mining through the centuries.

The mining activity has, in fact, left on the terntory witnesses of
Phoenician-Carthaginian, Roman and Pisan processing, the last one of
which for the extraction of silver from the smelting of galena. (XIII and
XIV century).

During the Pisan period, the Gherardesca family was the most
distinguished and from 1256 onwards, ruled the South-Western part of
the island, the so called Sulcis-Iglesiente. As already pointed out, this part



of Sardinia was particularly rich in minerals and mines and the Pisans left
many first-hand accounts of their acuvity as well as the first mining
codex of the island entitled “BREVE DI VILLA DI CHIESA DI
SIGERRO”.

The Breve is a set of operational and behavioural norms and
provisions that all citizens were to respect. “... The exploitation of mines
in Sardinia was mainly for silver. Workings for silver-bearing ore were
made through thin shafts from the surface along the metalliferous vein.
At times, an incredible number of shafts were made expecially in the
calcareous mountains neighbouring Iglesias... sometimes the shafts or
pits were dug down to depths of more than 80-100 meters and, in some
places, even to 200 meters”. This fervid activity reached its apex in the
second half of the XIII century with Ugolino della Gherardesca dei
Cont di Donoratico and his sons Guelfo and Lotto.

Silver had at that time a higher value compared to today and the
amount of material extracted in the Iglesiente area was so big to justfy
the building of a mint in which two kinds of coins were struck: the
Aquilino d’argento and the Aquilino minuto.

The breve was unfortunately the only document escaped from the big
fire of the city short after 1350.

The other witnesses of the mining activity in the area are from XIX
and XX century, a period in which great engineering works were made
that gathered the attention of the entire industrialized world. Some of
those works are being recovered and they will soon be given back to the
community for didactic, technical, scientific and tunstic aims.

Different examples of the technical skills and of the sacrifices made
by the workers can be found all over the territory as well as thousands of
historical and technical documents testifying the different ways of
working and the most futuristic techniques used. In this context, one of
the most curious engineering work realized in Iglesiene is “Porto Flavia”
built on the cliffs on Masua in 1924 by Eng. Cesare Vecelli who named

the work after his little daughter Flavia. Porto Flavia was built in order to



load the ore directly onto the ships and thus avoid the transportation by
ox-driven carts or by the workers who carried the ore in baskets on their
backs. This system had a loading capacity of 400 tons/hour and in a few
hours it could load ships that would have taken days to load with the old
system.

The peculiar mining habitat in which such important architectures are
present is being preserved and enhanced. It is a incomparable patrimony

that tells us the great history of our island and the man sacrifice in this

hard and dangerous activity.

Luciano Ottelli

June 2002



Definition of Land Use/Land Cover for Planning
Industrial Development
by E. Feoli
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Process Simulation for Sustainable Industrial Development
by G. Longo



Process Simulation in
Cleaner Production and
Sustainable Industrial
Development
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Overview...

+ Sustainable Industrial Development (Why, What,
How)

Sustainable Chemical Technologies
* The Global Vision

o] + Process Simulation definition

ﬂlgg\@fwﬁﬁ?ology

ce « Process Simulation applicability
5 + Basic engineering design

ZF3 » Programme structure

gl
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..Overview

Main logic procedure of utilization

ology

2
n

RS,

» Environmental policy
 Pollution prevention

* Process Simulation benefits

o8 ) ,

’%ﬁ * Process Simulation results
et ] .
oA » Example of plant modeling

1
or

« Conclusions

£oiny,
A
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Sustainable industrial development

g

§ Why

Se

2§+ Pollution has become a daily issue also for human
é; health (not only for the environment) in many
;’ countries :

S
§§ + Energy and materials are being consumed at a
gg rate which could not be applicable to the total
& world population

o

58 * We will come to fight about the same (limited)

resources

The present situation cannot stay any longer:

i

IR
{pd
*

It is not sustainable




Sustainable industrial development

What...

“Sustainable development is the means of improving
the quality of human life with the carrying capacity of
the supporting ecosystems” (UNEP)

™
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‘Humanity has the ability to make development
sustainable, to ensure that it meets the needs of the
present without compromising the ability of future
generations to meet their own needs” (The Bruntland
Report, 1987)

Sustainable industrial development

» ...What

2
@;O
gﬁ “Sustainability in Chemical Engineering means a
&  continuous effort to protect and improve ecosystems,
‘g social balance and economic prosperity by a
Qgﬁ systematic and integral improvement of
gg Environmental protection

4
o Raw material exploitation

T
¥

B

» Energy efficiency
Safety and health protection

3 3
kR

FCEN
e

in all kinds of material conversion processes and
material production” (EFCE definition)




Sustainable industrial development
How

» Achieving Safety in production activities
* Ensuring human Health
+ Protecting the Environment

* Running the world ecosystem in acceptable
steady-state conditions with respect to
materials, energy and population

N o el
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This is the goal of sustainability

S
L

Sustainable chemical technologies

Environmentally sound processes

ology

« Under safe conditions (neither risks nor toxic

&
n

?:E compounds)

%5:' » With less resource consumption

*:% * With less amount of residues (in air, water and
ég soil)

ig « With higher selectivity and yields (less by-
i) products)

@ * More based on renewable raw materials

zf’f’ « More economical (including environmental

economics)




Sustainable chemical technologies

logy

Environmentally sound products (Industrial
Ecology)

@
nol

» Minimum resource and energy use
» Minimum emissions
» Useable residuals (recycled) instead of wastes

1 vssameyonal Seay

Sustainable chemical technologies

.. Role and commitment of Chemical Engineering
@,‘g » Knowledge about concepts easily extended to
= sustainability:
éé Mass and energy balances
g Interactions between chemicals and environment
gg » Safety (safe design and loss prevention)
:iz’g - Effects on health
E  * Availability of tools to make calculations and
oy predictions: Process Simulators and
@ Environmental Simulators

%%’ * Design and apply of feed-back and feed-forward
control procedures




The Global vision

Process simulation

Development

> (6 or s 2l S H I Botogy

ST,
i gﬁ’
Process Simulation
- Definition
g
K-} . . .
gg » Process: a group of chemical-physical operations that
;’_3 transform input streams into product streams
o5
”% « Simulation: the mathematical representation of the reality by
e using a computer
i@
g . .
g.g + Process Simulation: A tool for chemical engineers that
an enables the prediction of the behavior of a chemical process,
52 by using basic engineering relationship, such as:
f. 1y - Mass balance

- Energy balance

- Phase equilibrium
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LPG Plant modeling
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LPG RECOVERY BY TURBOEXPANDER
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Process Simulator...
Definition

» A flow-sheeting computer program

* The simplest example: a spreadsheet for solving
steady-state material balance equations

 In general: a robust computer code able to solve
material and energy balances, related to all unit
operations used in chemical process
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...Process Simulator

Main features

» Thermophysical properties: the crucial point
* Data banks: the basic value
» Unit operations: mathematical modeling

+ Other modules such as optimization, sensitivity
analysis, numerical procedures....

* Cost estimation methods
» Ultilities for equipment design

Environmental Simulator

* Definition
A program able to calculate the dispersion of
pollutants in the atmosphere, in water reservoirs
and in the soil, in terms of concentration profiles
as a function of time and space

» Main features
— Link to meteorologic data
— Link to bathymetric data
— Link to soil characteristics

— Link to process simulators to evaluate emissions
from chemical plants




Process Simulation

Process R&D |

~&_Plant Retrofits

c i’@ R SR Srogy

" Process & .
i%; quipment Design!2#
i AT T
Process Simulation

P g

_§‘ Applicability...

]
23

Te

[BRidn

+ Research and Development .

g
n

- Process scale-up and feasibility studies

- Pilot plant data analysis

© wemais

o §§$

&
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Process Simulation

...Applicability...

* Process Design

Comparing alternative process designs

Developing heat and material balances

Designing process equipment

Evaluating process performance at different conditions

Cost analysis

TR T R g
4 &(;} “for sc:@ﬁ&é%ﬁ“ﬁﬂ&@“ 'l'?\éology

Process Simulation

E ...Applicability...

=1 *Pr oduction...

=4 - Predicting how to change - operating conditions to
£ accommodate changes in feedstock and/or product
specifications

Gl
€ an

»
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ey
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Evaluating process modifications, such as plant
expansions, debottlenecking and revamping,
incorporating technology advances such as an improved
catalyst, a new solvent or a new process unit

r ‘éé
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Process Simulation

...Applicability

»... Production

- Rating the performance of an equipment or of the overall
plant

- Training of the plant operators

I
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From a traditional way of using
process simulation ...

*Flow -sheet design

*Eq uipment Critical parameters definition (such as
distillation column stages, column diameter,...)

11



... to the comprehensive use of
Process simulation in the entire
‘life’ of the plant

@ + Control strategies design

§ * Process parameters optimization ( ==> ‘befter
o5 processes)

‘%ﬁ + Time evolution of the process (start up and shut
% down) ( ==> risk analysis)

&8  Operator training

@ + Definition of procedure to reduce the unsteady state
— operations

& * Process design

Process Simulation

oy . - . .
& Basic engineering design
og .
%’*—g *Phy sical properties and phase equilibria
%, validation
et
?gj *Pr ocess Development
08 o
%3 *Pr ocess Optimization
{4
% » Energy recovery optimization
1= « Utilities consumption minimization
4 * Product yield maximization

*Pr ocess design for construction (machine
design, catalyst,...)

e
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Process Simulation

Programme structure...

+ GUI
» Equations

* Interfaces to specific third-party engineering
applications, user data banks and user specific
applications

logy

&
no

W

User Interface

=155 Lt SLVIRTEN T BRE LI e
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Process Simulation

...Programme structure

2
‘%_ﬁ *M odules
%9 - Flash - Expander
£9 - Pump - Pipe
88
%—gﬁ&' - Valve - Distillation column
g% - Mixer - Heat exchanger
§ - Splitter - Reactor
&3 - Compressor
=
P &5
i*zj *Feed- back controller and process optimizer
Process Simulation
8 Main logic procedure of utilization
o8
- Flow-sheet drawin
" J
"5;; Components definition
%: Thermodynamic calculation method selection
Be
gg Feed conditions definition
;;m
E Definition of the conditions for the unit operations
:"' v

Control parameters definition

Simulation run and output analysis

14
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The general context and
motivations

* Pollution Prevention in the Chemical Industry
— Increasing cost of waste disposal
— Growing number of environmental regulations

« Environmental policy as an integral component of the
corporate strategy

Environmental concern and wastes

+ Waste minimization at their source leads to
Cost savings

Improved product yield and quality

Reduced pollution :

Safer workplace conditions

Fewer waste management needs

Conservation of natural resources

!

« Waste treatment is often needed

» End-of-pipe approaches are more expensive but still
necessary

15



Features of an environmental policy

» Leadership
— Combination of plant manager and health officer

— Responsibility for setting goals for reduction in
generation of specific chemical wastes

» Material Balance: it aims at accounting for every
quantity of a chemical that is:

— Shipped to the process

— Created or destroyed in the process

— Delivered as a product from the process

— Released as gaseous, liquid, or solid waste

3
o8
5
]
~9§
P
A

Features of an environmental policy

+ Cost accounting: it assigns the pollution cost to

§ individual process, such as:
{%‘% — Pollution control
g_ ~— Waste disposal
WG — Regulatory compliance
;*‘% — Lost materials
gé — Insurance
gg — Future liabilities
Py — Public and customer relations dealing with waste issues
j:méio:
@ « Employee involvement at all levels
-J 3»4 — From top manager to production and maintenence workers
15;%&;{ ~ Workers need training

16
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Pollution prevention techniques

» Process changes

» Operation changes
» Equipment changes
» Chemical substitution
* Product substitution
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Pollution prevention: Operation
changes...

~« To improve plant operations

— Material handling and equipment maintenance
— Better control of material use

— Employee practices

+ To minimize
— Spills
— Process upsets
— Excessive use of chemicals
— Other problems that can generate wastes




...Pollution prevention: Operation
changes

* In every stage of the process
Storing

Moving

Mixing

Reacting chemicals

@
nology
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Pollution prevention: other
techniques

« Equipment changes

+ Chemical substitutions

- Use of raw materials that create fewer toxic and hazardous
wastes during production process without necessarily
changing the process itself

— Substitution of hazardous and toxic materials

* Product changes

— Manufacture of the final product with the aim of reducing the
creation of toxic and hazardous wastes

— Final product without changing the fundamental
manufacturing process




Benefits of process simulation...

TRY,
(el

st g
G NERY

.? » Reduction of time to market for the development of
£ new processes
§§ — New processes
JG — Modification of existing processes
g — Production of new materials
68
=9
g:-z * Fast screening of process alternatives to select the
x best solution
’-i%g — Economic aspects
@ — Environmental aspects
j_"?} — Energy consumption aspects
%g}; — Flexibility of the proposed process
...Benefits of Process Simulation
g
¥ . Partial or total replacement of Pilot Plant operations
%_g — Reduction of the number of runs
% — Run planning
=2
%g * Modeling of a chemical process enables to
gé efficiently analyze the process in terms of
an _environmental impact
=
-
&% <+ Modeling plays an integral role in company’s

environmental policy
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Results in terms of environmental
impact

 Compute the operating conditions to meet the
discharge requirement

+ Compute the performance, capital and operating
costs for each equipment item

+ Compute the properties of materials in a waste
treatment process

* Prepare an integrated flow-sheet that considers
design constraints

Automatically maximize performances, within
process constraints

+ Fit the parameters of the waste treatment models to
experimental data

» Perform sensitivity calculations

§

g
E
g

.
e
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Results in terms of modeling as
integral role...

nology

» Complete material balance
+ Identification of the costs and potential savings
Pollution prevention options

» Effective vehicle of communication among
managers, engineers, and production workers to
describe the impact of making processes,
operations or equipment changes.
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...Results in terms of modeling as

integral role

What if scenarios can be evaluated

Model allows accurate support of pilot plant tests
Process simulation aids the engineer in
understanding the process design and in
evaluating process alternatives

The waste treatment process can be optimized to
identify the operating conditions which achieve the
most effective and economic treatment within
regulatory constraints
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LPG Plant modeling
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LPG RECOVERY BY TURBOEXPANDER
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Process Simulation

Conclusions

Process simulation is a simple and
helpful tool...

to be used by chemical engineers that
fully

understand the process
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Sistema Informativo SINA-ARIS
(scheda Q1-2 del Piano)

SOCKETA’ SARDA VALORQZADONE GEORISORSE

Rlemsa Ry RREMSA.

Rehabilitation Plan for the
Sanitation and Development of
Sulcis-Iglesiente Territory

SINA-ARIS Information System
(Task Q1-2 of the Plan)

[RIEmsA avrnee Ty PROGEMISA
SPA
: ENTE KINERARID SARDO SOCIETA’ SARDA VALORZZANONE GEORISORSE
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Condition of the environment

IO TERTIOE

Main goal of the information system

To be a supporting instrument to:

1 - management of data and information on the territory
conditions and on the environment and on its evolution;

2 - forecast the evolution of the conditions of the territory and
the environment;

3 - objective and comparative evaluation of the territory and
environment conditions;

4 - supervision of the Plan activities;

5 - dissemination of the information.

Piano di Disinquinamento per
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® Informative system main software requirements
1 modular structure
2 different entry levels
o 3 standard technologies :
alphanumeric data: Oracle relational dbms
cartographic data : Arclnfo
architecture: client-server
Internet
‘ etc.
4 user friendly
L
. Informative System Architecture
(logic scheme)
Outer world interactions
o
Interactions with the data base
Technical
¢ support unit
R.A.S.
Other Authorities @
Industries
Public
L
Piano di Disinquinamento per
° il Risanamento del Territorio

del Sulcis-Iglesiente
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Informative System Architecture

(Physical scheme - internal net)

Cartographic station Personal computer

= [ 0 O
S g3

. Looeneeoe W] Exle'rﬁal
connections

« (4th Floor)
1 | ’ '

External
connections (2nd Floor)

T

Informative System Architecture

(Physical scheme - dissemination)

1st method: Link to Internet
(home, office, ecc.)
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Informative System modular structure

The Informative System has been divided
in five logical different modules:

1 General
2 Environmental evaluation

3 Environmental simulation
4 Dissemination

5 Paperwork Management

General Module

Task of the module —— Management of the alphanumeric
and  cartographic data of a
general nature

Main features :
- Sub-division into sub-modules
* Differentiated entry levels to the sub-modules

* User-friendly, simple user interface

Piano di Disinquinamento per
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Environmental Evaluation Module

Task

Answer to the question: “Which is the quality of
the environment, in a defined area, during a
defined period, regarding to a definite
environmental segment (water, air, etc.)?”

Procedure of evaluation of the interactions between the
environmental constituent and the endangerment centres.

Environmental constituents contemplated:

- Atmosphere
- Water

- Soil

- Flora

- Fauna

Environmental Simulation Module

Task Answer to the question: “what will happen if ... ?”

(within the quality of the environment of the studied area)

For instance:
* what will happen if, in a definite point of the territory, a new well is drilled from

which 100 I/s of water are pumped?
* what will happen if the highness is changed of an emission point of a defined
industrial plant?

Well known mathematics models are used of high reliability, they
have been made by U.S.G.S. and E.P.A. of US.A..

Also the package “WinDIMULA?”, made by the Italian E.N.E.A., has
been used to implement a simulation of gas emission in the air.

Preliminary steps to the use of the models:
* calibration
» simple interface

Piano di Disinquinamento per
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Dissemination Module

Task = Dissemination to the public of information relevant
to the territory conditions and to the environment of
the area at high risk.

+ Simple information easily grasped.

* The information are available; interrogation can be made by the
public but the alteration and modification are not possible.

Two technologies of dissemination:

* Info-Points - Automatic Teller Machines
(PC stand-alone into a specific armoured container)
to be settled in strategic areas;

* Internet

Paperwork Management Module

Task ————= Management of all the paperwork, files and
records of the Technical Support Unit,
relevant to the various actions of the Plan.

+ The module made it possible to follow all the phases of every
action, from the design and the bid to the final acceptance test.

« It allows the definition of different kind of jobs, to be able to
fix itself for the various needs.

* The module is exclusively used by the Technical Support
Unit; the system administrator can allow the use (totally or in
part) by other specified users.
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Condition of the environment
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Characterisation of the territory

The characterisation is relevant to the following data:

* Cartographic: * Alphanumeric:

- Topographic base: - Data set of cartography
- Toponomastic - Industries and economic activities :
. Inhabited Centres . Company data
. Roads . Products
. Infrastructures . Raw materials
. Hydrography . Etc.
: gtr:graphy - Chemical, physical, bacter. assays:

. Emissions, wastes, tails:

- Temathic Maps : Into the atmosphere
- Geology Into aquifers and rivers
. Hydrogeology . Sample assays:
. Pedology Air quality
. Lanq use Water quality
. Acclivity Soil quality
. Exposition - Ete
. Ete. )
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Interaction Effects

Air quality modifications, micro-clime and visibility

Deterioration of the quality of the
—surface and underground water

Geometry and composition modiﬁcation] Loss of water

of the surface and underground water |~ resources and
hydro-geologic

Soil erosion / qualitative deterioration disarmange

Hydro-geologic disarrange

Air

Acoustic

Thermal

Radiation
Magnetic‘electric fields

Urban pollution

Ecosystems alteration & modification

P— Loss of resources and of living-space
BRI Loss of economical/environmental resources

Thematic cartography

Territorial setting e Urban planning instruments map
Geologic map o PTP map (territorial plans map)
Hydro-geologic map e Waste water discharge map
Geomorphologic map ¢ Portovesme map

Soil map o Dumps location map

Land use map * Quarries map

Road map ¢ Mining areas map

e Topography example to the 10.000
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SO CONVEYED EMISSIONS {t/a]

AIR QUALITY (TABLE 1)

® ENEL ®*

1991 §149:4 {997 {V9S

ALCOA 3.000 2.800 3.000 3.800
S4,064 21000 190410 FEX00

ENIRISORSE MY LY 2800 2844 2,504

[ RIEASEREAIIAA

PAANG

PRI

{4.000

{4,000

GO
. A Zul LGy 124 {24
IR ALY IR IRUHE 7“*) -
41260 | a0030 | 35,720
@
* AIR QUALITY (TABLE2)
CONVEYED EMISSIONS OF NOX_[#7/a]
1901 1994 1997 1HON
. ALCOA -
FONEL et 8.454 11,200
UNIRISORSFE
EURALLUMINA 1.700 1700
. GO
A - - - -
?}l*',/-\ M 'f\(: - - _ _
TOTATE o b e Lisase] asee
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AIR QUALITY (TABLE 3)

CONVEYLRD DUST EMISSIONS [t/a]

Ly 1933

1097 1998

ALLOA

) 4 8¢

60H{) 660

ENEL "

2,584} {404

1.400 | 1,650

ENIRISORST Ri y T 79
EURALLE SIS S e | oo | oqon | de
H OO - - - -
1A 24 20 (0 10
SEAMAG ise | 130 o | -
it u S adEa : AL Lo

LR oassumred et ol D YD v are feed with coal (Suleis

armporicd)

ATMOSPHERIC EMISSIONS

®m TOTAL SO2 m TOTAL NOx O TOTAL Dust

&
2

1997

TOTAL Dust
TOTAL NOx

TOTAL SO2

1998
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Air pollution testing stations

OMcda 199 @Meda 197

® Lead survey 0w

0o -

Cmrdenia lrwnce Tenda

o0 " B Media 199 & Mcdia 1997

g

. 0ol
Voxar

Dust survey

o Condition of the environment

P e e F e

R TR R O
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procedure:

1) definition of environmental indicators
2) definition of partly indexes on the environmental indicators, so that
elementary indexes are implemented
3) definition of aggregate indexes, using one or more elementary indexes

4) definition of comprensive indexes, using one or more aggregate indexes

Environmental Evaluation Models

The quality of the environment is calculated by quality indexes.
They can be built by the user in accordance with the following

System

Quality indicator

Atmosphere

Polluting concentration at the sotl level
(SO2, NO2,PTS

Water - surface & underground

Chemical, physical, biological parameters

Soil & underground

Underground waters characteristics

Vulnerability: chemical-physical soil charact.

Flora & Fauna

Biological indicators

Atmosphere

measured during 1 year

Polluting component Parameter Limit value
Sulphur bioxide as sz Mean of the 24 hours average concentrations | 80 ug/m?
measured during 1 year
Nitrogen Oxide NOi 98° percentile of the 1 h average of 200 pg/m3
concentrations measured during 1 year
Fluor Compound ale- Mean of the 24 hours average concentrations | 7p pg/m3
measured during 1 month
Ozone O3 Mean concentration of 1 hour not tobe | 799 Lig/m’
reached more than once per month
Carbon dioxide Mean concentration of 8 hours 10 mg/m’
Mean concentration of 1 hour 40 mg/m3
Lead Mean of the 24 hours average concentrations | ;0 ug/m?
measured during 1 year
Suspended inert dust Mean of the 24 hours average concentrations | 750 g/’

Piano di Disinquinamento per
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Surface Shallow and Deep Waters
Indicators Partly indexes
5 4 3 2 1
pH 6.58.5 5.5-6.5 4.5-3.5 2-45 10-2 12
85-95] 9.5-105 ] 10.5-12 -14
Conductivity mS <400 | 400-750] 750-1000]1000-200d > 2000
COD mg/l <10 10-15 15-20 20-30 >30
Chloride mgll <25 25-200] 200-350 |350-1200 >1200
Sulfate mg/l <25 25-150 150 -250 [250-1000 > 1000
| Sodium mg/l <20 20-150 150-210 { 210-5 > 500
Nitrate (NQ my/l <5 5-30 30-50 | 50-90 | >90
Magnesium mg/l 12 12+24 24+36 36+53 >53
Manganese mg/l <20 20-50 50 -200 |200-1000 > 1000
Alluminium pe/l <30 50-200| 200-1000}1000-5004 > 5000
Iron pg/l <50 50-200| 200- 1000 1000-2000 > 2000
Copper gl <20 20-2001 200-1000]1000-200Q > 2000
Zinc pgil < 100 100 - 40C; 400 - 1000 | 1000-200Q0 > 2000
Cromium (total Cr) pg/l - 5-10 10-20 20-50 >350
Cadmium pg/l - 1-3 3-3 5-20 >20
Arsenic g/t - 20- 50 30-100 [ 100-300} >300
Mercury ue/t - 0.5-1 1-4 4-3 >3
Lead ug/l - 10-350 50-200 ]200-1000 > 1000
PCB e PCT pg/l <0.01 0.01-0.03| 0.03-0.05 { 0.05-0.1 >0.1
Bacterial Load tot N/100ml| <35 5-20 20-100 | 100-500( > 500
(36°C)
Soil
SOIL CHARACTERISTICS VULNERABILTY
S-SF-FS-A-AL HIGH
Texture F-FA-FSA LOW
FLA-AS MIDDLE
Internal vertical drainage g:;c‘:;"v‘e°r"y o HicH
nterna g Normal LOW
Slow MIDDLE
Very shallow <50 HIGH
. . Middle de 0 - D
Soil thickness (cm) eep " Toe1s0  MIDDLE
Very deep. >150 LOW
Depth of the underlying rock and 2, o LE
of the pedogenetic substrate (m) >3 LOW
<50 HIGH
Depth of the water proof horizon (cm) 50-70 MIDDLE
>70 or absent LOW
Polyhedral coarse HIGH
Massive HIGH
Prismatic HIGH
Polyhedral fine or ¢ middle MIDDLE
Polyhedral very fine LOW
Incoherent LOW
Little < 05% HIGH
Porosity Common  05% - 5% MIDDLE
Abundant > 5% LOW
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Condition of the environment

Simulation Models

Mathematical algorithm are wused to
represent the conditions and the evolution of
the environmental segments

Applications:
- Underground waters
- Air
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SIMULATION OF AN AQUIFER
CALIBRATION OF A MATHEMATICAL MODEL

Data collection

I&nn input in the model ]
) —

Possible collection

[ Simulation in permanent regimenJ
i of ney data
The results are a good NO
reproduction of the behaviour >—
of the aquifer
TvES

i Simulation in transient l

Is it sufficient
to change only the storage
effect parameters 2

The results are a good
reproduction of the behaviour
of the aquifer

NO

l Calibration is accomplished ]

MODEL VALIDATION PROCEDURE

EXPERIMENTAL DIFFUSION OF A TRACER
meteorological input
concentration field survey

1

———»| METEO PARAMETERS |

4

COMPARISON
MODEL OUTPUT Vs MEASURED DATA
statistical evaluation

-

':VYES

Wrong OK
[} ters The model is
selection validated
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GEOGRAFICAL LOCATION
OF THE DRAINAGE BASIN AND
NETWORK OF THE CELLS OF
THE AQUIFER SIMULATION
MODEL

R g TR A T S e I e

Legend
0 Active cetl
Constant load active cell
Active call with imposed lateral water inlet
— Industriai area
+++ Town area border
Quarry area

1

vl

GEOLOGIC SETTING OF THE
DRAINAGE BASIN AND
NETWORK OF THE CELLS
OF THE AQUIFER
SIMULATION MODEL

Legend

Active ceil.

Constant toad active ceil

Active cell with imposed lateral water inlet
Drainage basin boarder

Industrial area

Deposits: llmos some-time sand-limes or
I:mesda with intercatation of sand and seidom
&; delta or backwater ori

ATERNARY (Holocene to presen
sznds(rr? d sand-limes modgmtely

Ihh:kened and occasionally cemented by
catbonates, making Aeolian dunes fields -
QUATERNARY (Pleistocene).
Rhyolitic Vulcanite in ignimbritic facies.
TERZIARY (Miocene).
* Faults under detritus cover

[]||DIBD
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[
———T T
YA \ I PIEZOMETRIC LEVEL
)| — CALCOLATED BY THE
s Y N SIMULATION MODEL.
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CONTOUR LINES OF
ISOCONCENTRATION
OF NaOH (ppm)
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X ditor

PIEZOMETRIC LEVEL
CALCOLATED BY THE
SIMULATION MODEL
FOR THE SCENARION°2

& AR AR SRR AT Fm e B 3l e

EMISSIONI CONVOGLIATE DI SO,

1981 1994 1997 1998
ALCOA 3,000 2,800 3,000 3,000
ENEL ** 50,000 | 21,000 | 19,410 | 15,800
ENIRISORSE 2,100 2,800 2,800 2,800
EURALLUMINA 13,500 | 13,500 | 14,000 | 14,000
IGCC - - - -
ILA 200 160 120 120
ISEAMAG 1 .009 i 700 -

1,000
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STIMA DELLE EMISSIONI CONVOGLIATE di NOx

BENEFICI PER L’AMBIENTE (TABELLA 2)

1991 1994 1997 1998 2000 2003 [ 2004
ALCOA - - - - -
ENEL ** - 8,450 | 11,300 | 4,000 4,000 | 4,000
ENIRISORSE - - - -
EURALLUMINA - 1,700 1,700 1,700 1,700 114,700
IGCC - - - . - 2,150
ILA - - - - -

SO SO B 2.0 501 Koot ENA

BENEFICI PER L’AMBIENTE (TABELLA 3)

1991 1994 1997 1998 2000 2003 | 2004
ALCOA 600 450 660 660 660 660 660
ENEL ** 2,500 1,400 1,400 1,650 1,650 800 800
ENIRISORSE 80 70 70 . 70 70 70 70
EURALLUMINA 1,100 1,100 400 400 180 180 180
IGCC - 110
ILA 20 20 10 10 10 10 10
SEAMAG ] 150 150 70 - - - -
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BENEFICI PER L’AMBIENTE (crarico) [J]

TOTALE SO2 TOTALE NOx = TOTALE Polv.

160,000
//
140,000 -

120,600 |-

VALORI

ANNI DI RIFERIMENTO
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GIS and Spatial Data Integration

by
Enrico Feoli and Munir Ghribi

Draft for ICS-UNIDO Training Course on
"Image Processing and Remote Sensing for Monitoring Industrial
Development in Coastal Areas”
Iglesias-Cagliari, Italy, 4-8 June 2002

1. Introduction

The coastal zone management requires the integration of often very large volumes of
disparate information from numerous sources. The coupling of large information with
efficient tools for assessment and evaluation allows broad interactive participation in the
planning, assessment, and decision making process; and effective methods of
communicating results and findings to a broad audience.

The ultimate objective of a computer based spatial decision support system for coastal
zone resources management is, or should be, to improve planning and decision making
processes by providing useful and scientifically sound information to the actors involved
in these processes, including public officials, planners and scientists, and the general
public.

2. The components of SDSS
- Geographic Information System (GIS)

A Geographic Information System (GIS) is designed as a computer tool to efficiently
capture, store, update, manipulate, analyse, and display all forms of geographically
referenced information (e.g., ESRI 1994). A GIS typically links data from different sets,
using geo-referencing, 1.e., spatial co-ordinates, as a common key between the data set.
The power of a GIS stems from its ability to combine many data sets and display them
in a common framework as thematic maps. To obtain thematic maps the GIS may have
internal software tools for database and data analysis and image processing, or may be
easily interfaced with external software. There are many GIS on the market, commercial
and public domain GIS and they are all different each other. They may answer more or
less easily and completely to the following typical questions depending on how they
have been designed:

- Spatial identification: find locations where certain conditions are satisfied, including
thelogical (Boolean) or arithmetic combination of multiple layers (overlay analysis);

- Trends: find the differences within an area over time or along spatial dimensions;

- Patterns: find correspondences between distribution of different attributes; calculate
similarity between patches, fractal index, indices of fragmentation, and so on;

- Modelling: answer "What if" questions.

However, to answer more complex questions one needs to combine (static) geographic
data layers with dynamic and spatially distributed models. A progress toward this
integration may be achieved by the object-oriented approach (Malczewski, 1999). This
can be considered as an alternative or a complement of the layer data base approach
common in most of the GIS.



- Data Analysis and Image Processing

The maps obtained by GIS may be seen not only as cartographic representations of a
classification of the landscape at the end of an analytical process, but mainly as data
sources for the landscape spatial pattern analysis through the many different indices of
the landscape structure such as shape, fragmentation, fractal, diversity, etc. (Ebdon,
1977; Turner, 1989; Milne, 1991; Gardner and O'Neill, 1991; Fabbri, 1991; Baker and
Yunming, 1992; Cullinam and Thomas, 1992; Gustafson and Parker, 1992; Olsen,
Ramsey, and Winn, 1993). Many GIS have internal data analysis and image processing
systems that can calculate different pattern indices. Some GIS such as IDRISI, ILWIS,
GRASS (see Malczewski, 1999, for a comparison between different GIS) have the
possibility to treat remote sensing data (Image processing) coming from LANDSAT,
SPOT, NOAA, etc. however there aren’t GIS including data analytical and statistical
techniques that are able to classify specific Operational Geographic Units (OGU)
according Crovello (1981). The classification may be obtained by applying the
clustering algorithms (Orléci, 1978; Legendre and Legendre, 1983; Goodall and Feoli,
1991) or other multivariate techniques. Feoli and Zuccarello (1996) treat this aspect. GIS
can manage different OGUs to obtain maps. In GISs, raster or vector (advantages and
disadvantages of using raster or vector-based GISs are described in Burrough (1986),
Aronoff (1989), Fabbri (1991) and Johnston (1992)), the OGUs are stored in data bases
generally structured according to the relational model (Wildi, 1991). In the databases
different characters may describe the OGUs. The probabilistic similarity functions
proposed by Goodall (1964, 1966, 1968) that have been suggested and that have been
included in the information system developed in ICS/UNIDO (Feoli 1993) would
improve the interpretation by introducing the probabilistic aspect in the prediction. They
are included in a package described by Goodall, Ganis and Feoli (1991). The functions
can deal with 6 categories of characters: 1) binary; 2) qualitative with more than two
alternative values; 3) ordinal; 4) only small integer values; 5) quantitative grouped into
classes; 6) quantitative not grouped into classes.

- Modelling and Expert Systems

In GIS, the basic concept is one of location, of spatial distribution and relationship; basic
elements are spatial objects. In environmental modelling, by contrast, the basic concept
is one of state, expressed in terms of numbers, mass, or energy, of interaction and
dynamics; the basic elements are *“species”, which may be biological, chemical, and
environmental media such as air, water or sediment.

The overlap and relationship is apparent, and thus the integration of these two fields of
research, technologies, or sets of methods, that is, their paradigms, i1s an obvious and
promising idea (Fedra 1994,1995).

Simulation and optimization modelling is a powerful tool of analysis, and forecasting.
Another example of possible integration is provided by quantitative numerical models
and rule-based, qualitative expert systems. Expert systems can be used just as any other
model to assign a value to an output variable given a set of input variables; they do this,
however, by using rules and logical inference rather than numerical algorithms.

In the context of models, expert systems are often used to help configure models
(implementing an experienced modellers know-how to support the less experienced
user) and estimate parameters. A number of these intelligent front end systems" or
model advisors have been developed in the environmental domain (Fedra, 1993b,
1992).

A rule-based approach can also be a substitute for a numerical model, in particular, if the
processes described are not only in the physical and chemical, but also in the biological



and socio-economic domain. An example could be environmental impact assessment
based on a checklist of problems, which can be understood as a diagnostic or
classification task. A qualitative label is assigned to potential problems, based on the
available data on environment and planned action, and a set of generic rules assessing
and grading the likely consequences. An example of such a rule-based system for impact
assessment is described in Fedra et al., 1991.

And finally, a model can be integrated into the inference chain of an expert system
(Fedra, 1992). Recent examples of environmental expert systems are given in Hushon
(1990) and Wright et al. (1993).

The flexibility to use, alternatively or conjunctively, both symbolic and numerical
methods in one and the same application allows the system to be responsive to the
information at hand, and the user's requirements and constraints. This combination and
possible substitution of methods of analysis, and the integration of data bases,
geographical information systems, and hypertext, allows to efficiently exploit whatever
information, data and expertise is available in a given problem situation.

The approach is based on a model of human problem solving that recursively refines and
redefines a problem as more information becomes available or certain alternatives are
excluded at a screening level. Learning, i.e., adaptive response to the problem situation
and the information available, and the ability to modify function and behaviour, as more
information becomes available, is a characteristic of intelligent systems.

- Simulation and Optimization

Another example of the integration of different methods is the coupling of simulation
and optimization: optimization usually requires a (often-gross) simplification of the
problem representation to become tractable. Simulation models, on the other hand, while
capable of representing almost arbitrary levels of detail and complexity, are rarely
capable of solving inverse problems, i.e., determining the necessary set of inputs or
controls to reach a desired outcome.

One can, however, combine the approaches in that a simplified model (e.g., steady state
and spatially aggregated) is used as the basis for optimization; the result of the
optimization is then used as the basis for a more detailed, e.g., dynamic and spatially
distributed simulation model, that also keeps track of the criteria, objectives and
constraints used for the optimization, but with a higher degree of spatial and temporal
resolution, and possibly a more refined process description. If, in the simulation run,
constraints are violated or objectives not met, the corresponding values can be tightened
or relaxed in the optimization to obtain a new solution which again is subjected to more
detailed examination with the simulation model.

Modelling of marine systems has a considerable tradition in both physical and biological
oceanography. For summary treatments, more recent model comparisons, and some
classics in the field see, for example, Riley et al., 1949; Nihoul, 1975; Goldberg et al.,
1977; Kremer and Nixon, 1978; Falconer et al., 1989; Fransz et al., 1991.

However, most of these approaches are designed to improve scientific understanding of
physical and biological processes, with the notable exception of some of the fisheries
models that have obvious management implications (e.g., Andersen and Ursin, 1977).
Other management oriented and model based studies of marine systems include the
RAND Corporation classic on the Oosterschelde (Bigelow et al., 1977) or the recent
study of the North Sea MANS, Management Analysis North Sea (Rijkswaterstaat, 1988,
1989; and Klomp, 1990). Other important recent models for coastal zone management
are ECOPATH, ECOSIM and ECOSPACE (Pauly et al., 2000) that are offering a set of
tools for evaluating ecosystem impact of fisheries based on modelling the mass balance
fluexes in the fish food-webs both in homogeneous and heterogeneous space conditions.



- Multi-criteria Decision Analysis

Criterion is some basis for a decision that can be measured and evaluated. It is the
evidence upon which a decision is based. Criteria can be of two kinds: factors and
constraints.

Factor is a criterion that enhances or detracts from the suitability of a specific alternative
for the activity under consideration. It is therefore measured on a continuous scale.
Constraint serves to limit the alternatives under consideration. In many cases constraints
will be expressed in the form of a Boolean (logical) map: areas excluded from
consideration being coded with a 0 and those open for consideration being coded with a
1.

Decision Rule is the procedure by which criteria are combined to arrive to a particular
evaluation and by which evaluations are compared and acted upon.

A criterion is therefore a measure on a continuous scale of the effect on the activity on a
given indicator commonly named impact (Patrono, 1997).

A decision rule is the procedure by which criteria are combined to arrive at particular
evaluation and by which evaluations are compared and acted upon. Decision rules are
structured in the context of a specific objective for example to determine area suitable
for a given activity. To meet a specific objective it is frequently the case that several
criteria will need to be evaluated (Multi-Criteria Evaluation). It also happens that
decisions, which satisfy several objectives, are required (Multi-Decision Evaluation).

- Multi-Criteria Evaluation

To meet a specific objective, it is frequently the case that several criteria will need to be
evaluated. Such procedures are called Multi-Criteria Evaluations (MCE) (Eastman ET
al., 1995). Two of the most common procedures for multi-criteria evaluation are
weighted linear combination and concordance-discordance analysis (Carver, 1991).
Weighted linear combination is very straightforward in a raster GIS. Indeed, it is the
derivation of the weights, within the context of the decision objective that provides the
major challenge. The weights are developed by providing a series of PAIRWISE
comparisons of the relative importance of factors to the suitability of pixels for the
activity being evaluated (Eastman, 1997).

In a Multi-Criteria Evaluation, an attempt is made to combine a set of criteria to achieve
a single composite basis for a decision according to a specific objective (Eastman et al.,
1995). During the last two decades, further support has emerged for the view that a
decision is a multidimensional concept (Nijkamp et al.,, 1990; Paruccini, 1994).
Decisions about the allocation of land typically involve the evaluation of multiple
criteria according to several, often conflicting-objectives (Eastman et al., 1995).
Making-decisions about the allocation of land is one of the most fundamental activities
of resource development (FAO, 1976). With the development of GIS, we now have the
opportunity, for a more explicitly reasoned process of land-use evaluation. However,
despite the wide range of analytical tools these systems provide, they are typically weak
in the provision of' decision support procedures (Honea et al, 1991).

The advantage of MCE is that it provides a flexible way of dealing with qualitative
multi-dimensional environmental effects of decisions (Munda, 1995). Even in the
absence of monetary information, the point of departure of any multi-criteria analysis is
the generation of a discrete set of alternatives, the formulation of a set of criteria, and the
evaluation of an impact of each criterion for every alternative. Janssen (1992) and
Munda (1995) provide a comprehensive review of multi-criteria decision support for

environmental management.
Although a variety of techniques exist for the development of weights, one of the most



promising would appear to be that of PAIRWISE comparisons developed by Saaty
(1977) in the context of a decision making process known as the Analytical Hierarchy
Process (AHP). In the PAIRWISE comparison method the decision-maker is asked to
select the most important of each possible pair effects (Janssen & Van Herwijen, 1992).
Subsequently comparison must be established in qualitative terms to what extend one
effect is more important than the other one (Saaty, 1980) to express the differences of

importance.
- Multi-Objective Evaluation

While many decisions we make are prompted by a single objective, it also happens that
we need to make decisions that satisfy several objectives. A Multi-Objective problem is
encountered whenever we have two candidate sets (i.e., sets of entries) that share
members. These objectives may be complementary or conflicting in nature (Carver,

1991:332).

a) Complementary Objectives

With complementary or non-conflicting objectives, land areas may satisfy more than one
objective, i.e., an individual can belong to more than one decision set. Desirable areas
will thus be those, which serve these objectives together in some specified manner. For
example, we might wish to allocate a certain amount of land for combined recreation
and wildlife preservation uses. Optimal areas would thus be those that satisfy both of
these objectives to the maximum degree possible.

b) Conflicting Objectives

With conflicting objectives, objectives compete for the available land since it can be
used for one or the other, but not both. For example, we may need to resolve the
problem of allocating land for timber harvesting and wildlife preservation. Clearly the
two cannot coexist. Exactly how they compete, and on what basis one will win out over
the other will depend upon the nature of the decision rule that is developed.

In case of complementary objectives, multi-objective decisions can often be solved
through a hierarchical extension of the multi-criteria evaluation process. For example,
we might assign a weight to each of the objectives and use these along with the
suitability maps developed for each to combine them into a single suitability map
indicating the degree to which areas meet all of the objectives considered (see Voogd,
1983). However, with conflicting objectives the procedure is more involved.

With conflicting objectives, it is sometimes possible to rank order to objectives and
reach a prioritised solution (Rosenthal, 1985). In these cases, the needs of higher ranked
objectives are satisfied before those of lower ranked objectives are dealt with. However,
this is often not possible, and the most common solution to conflicting objectives is the
development of a compromise solution. Undoubtedly the most commonly employed
techniques for resolving conflicting objectives are those involving optimization of a
choice function such as mathematical programming (Fiering, 1986) or goal
programming (Ignizio, 1985). In both, the concern is to develop an allocation of the land
that maximises or minimises an objective function subject to a series of constraints.

- The User Interface

Analysis in GIS is based on the map paradigm; maps in inherently static objects, and the
basic level of analysis is (Boolean) map overlays. Complex relationships, and dynamic



processes, may require another layer of tools, namely simulation models, to be
integrated with a GIS.

The integration of GIS and environmental models can come in many forms. In the
simplest case, two separate systems, the GIS and the model, just exchange files: The
model obtains some of its input data from the GIS, and produces some of its output in a
format that allows import and further processing and display with the GIS. This seems
to be a rather common approach, since it requires little if any software modifications.
Only the file formats and the corresponding input and output routines, usually of the
model, have to be adapted. Depending on the implementation however, a solution based
on files shared between two separate applications, usually with a different user interface,
is cumbersome and possibly error prone if it involves a significant amount of manual
tasks. Deeper integration provides a common interface and transparent file or
information sharing and transfer between the respective components. One possible way
is the use of higher-level application language or application generators increasingly
common as built-in features of commercial GIS packages as the basis of numerous
integrated applications. Application generators and modelling capabilities with
commercial GIS also offer the possibility of tight integration within the limits of the
respective package options.

An altenative is to use an open GIS tool kit that uses a standardised interface, such as
GRASS (< biblio >). Modules of the overall GIS system (which really is a set of tools
with a standardised pipeline-type flexible coupling) can be included in modelling
applications. The X Windows system and a number of interface building toolkits make
this a rather efficient integration strategy. Any integration at this level, however,
requires a sufficiently open GIS architecture, that provides the interface and linkages
necessary for tight coupling.

Using such predefined tools and components, while efficient for fast prototyping, can
also be restrictive: investments in toolkits always carry the temptation to reformulate
problems in terms of the available tools rather than the other way round.

Another alternative is the use of do-it-yourself tool kits that provide both customised
GIS functionality as well as interface components for simulation models. A relatively
recent example of integration that draws together GIS, models, spreadsheet, and expert
systems in a progtammable system is RAISON (Lam and Swayne, 1991).

For having an efficient user interface we need:

An interactive, menu-driven user interface that guides the user with prompt and explain
messages through the application. No command language or special format of
interaction is necessary, the computer assists the user in its proper use; help and explain
functions can be based on hypertext and possibly include multi-media methods to add
video and audio technology to provide tutorial and background information; in other
words, they must be easy to use even for the non-specialist.

Dynamic colour graphics for the model output and a symbolic representation of major
problem components that allow easy and immediate understanding of basic patterns and
relationships. Rather than emphasising the numerical results, symbolic representations
and the visualisation of complex patterns support an intuitive understanding of complex
systems behaviour; the goal is to translate a model's state variables and outputs into the
information requirements of the decision making process; the coupling to one or several
data bases, including geographical information systems, and distributed or remote
sources of information in local or wide area networks, that provide necessary input
information to the models and the user. The user's choice or definition of a specific
scenario can be expressed in an aggregated and symbolic, problem-oriented manner
without concern for the technical details of the computer implementation; data on



chemical properties of the substances of concern, used in pollution fate and transport
models, are one obvious example,

Embedded Artificial Intelligence (AI) components such as specific knowledge bases
allow user specifications in allowable ranges to be checked and constrained, and ensure
the consistency of an interactively defined scenario; as a special case this could also
include QSAR methods that can be implemented in a combination of rule-based
methods and algorithmic methods;

Interaction is a central feature of any effective man--machine system: a real-time
dialogue, including explanation, allows the user to define and explore a problem
incrementally in response to immediate answers from the system. Fast and powerful
systems with modem processor technology can offer the possibility to simulate dynamic
processes with animated output, and they can provide a high degree of responsiveness
that is essential to maintain a successful dialogue and direct control over the software.
Visualisation provides the band-width necessary to communicate and understand large
amounts of highly structured information, and permits the development of an intuitive
understanding of processes and interdependencies, of spatial and temporal patterns, and
complex systems in general. Also, many of the problem components in a real-world
planning or management situation, such as risk or rehability, are rather abstract: a
graphical representation of such concepts makes them tangible objects that can literally
be manipulated and understood intuitively.

Intelligence requires software to be knowledgeable not only about its own possibilities
and constraints, but also about the application domain and about the user, i.e., the
context of its use. Defaults and predefined options in a menu system, sensitivity to
context and history of use, built-in estimation methods, learning, or alternative ways of
problem specification depending on the user can all be achieved by the integration of
expert systems technology in the user interface and in the system itself.

Customisation is based on the direct involvement of the end-user, and the consideration
of institutional context and the specifics of the problem domain in systems design and
development. It is the users view of the problem and their experience in many aspects of
the management and decision making process that the system is designed to support.
This then must be central to a system's implementation to provide the basis for user
acceptance and efficient use.
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Basics of Remote Sensing from Satellite
by A. Altobelli

What is remote sensing?

“ Remote Sensing” refers to the science of measuring properties of the Earth’ s surface
(land and sea), and atmosphere from a distance, using sensors onboard airplanes or
satellites. The information needs a physical carrier to travel from the object/phenomena to

the sensor through a medium. Electromagnetic radiation is normally used as an

information carrier in remote sensing.

The electromagnetic spectrum

The entire array of electromagnetic waves comprises the electromagnetic (EM) spectrum.
The EM spectrum has been arbitrarily divided into regions or intervals to which descriptive
names have been applied. At the very energetic (high frequency; short wavelength) end
are gamma rays and x-rays. Radiation in the ultraviolet region extends from about 1
nanometer (nm) to about 0.40 micrometers. The visible region occupies the range
between 0.4 and 0.7 ym, or its equivalents of 400 to 700 nm. The infrared (IR) region,
spans between 0.7 and 100 ym, more than 100 times as wide as the visible portion!

The infrared region can be divided into two categories based on their radiation properties
the reflected IR, and the emitted or thermal IR.

Radiation in the reflected IR region is used for remote sensing purposes in ways very
similar to radiation in the visible portion. The reflected IR covers wavelengths from
approximately 0.7 pm to 3.0 ym. There are two different categories of IR waves: near-IR
(from 0.7 to 1.3 pm) and mid-IR (from 1.3 to 3 pm). The thermal IR region is quite different
than the visible and reflected IR portions, as this enérgy is essentially the radiation that is
emitted from the Earth's surface in the form of heat. The thermal IR covers wavelengths
beyond 3.0.

Longer wavelength intervals are measured in units ranging from millimetres (mm) through
meters (m). The microwave region spreads across 1 mm to 1 m; this includes all of the
intervals used by man-made radar systems.

The lowest frequency (longest wavelength) region beyond 1 m is associated with radio

waves.



Effects of Atmosphere
Atmospheric constituents absorption and scattering of radiation. These affects degrade the

quality of images. Some of the atmospheric effects can be corrected before the images are
subjected to further analysis and interpretation.

A consequence of atmospheric absorption is that certain wavelength bands in the
electromagnetic spectrum are strongly absorbed and effectively blocked by the
atmosphere. The wavelength regions in the electromagnetic spectrum usable for remote
sensing are determined by their ability to penetrate atmosphere.

These regions are known as the atmospheric transmission windows. Remote sensing

systems are often designed to operate within one or more of the atmospheric windows.
These windows exist in the microwave region, some wavelength bands in the infrared, the

entire visible region and part of the near ultraviolet regions.
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These images are registered by an electronic camera at the same time in different parts of
the spectrum.

Notice that the vertical axis (called % transmission) shows where our atmosphere allows a
large quantity of the Sun's rays to reach the ground. It is easy to see why our eyes work in
the visible part of the spectrum, because it is here that almost 100% of the Sun's energy
reaches the surface. In contrast, due to water vapour in the atmosphere, almost no energy
(%0 transmission) reaches the ground at 1.4 and 1.9 microns

The images are all obtained in between 0.4 and 12.0 microns as a set of 12 individual
black and white images. All 12 images are obtained at exactly the same time, and each is
a computer image where we can assign an 8-bit binary number between 0 (black) and 255
(white). In this diagram, we show six of these images (or "bands"), along with the
wavelength of the band. We show bands 2, 4, 6, 8, 10, and 12 just to cover the whole
range, and to show that not all bands have the same wavelength range (the width of the
colour bar beneath the spectrum). See how Band 12 is very wide (about 4 microns) while

band 4 is very narrow (about 0.05 microns).

The various dimensions of remote sensing
Three typical measurement techniques:

Reflected (Passive) in visible and near IR

R(A) = L(X) / Ho(A) (reflected) / (sun irradiation)




Emission (Passive) in thermal IR

Measured as a function of blackbody temperature (T)
W=¢go T4 _
Where W is the exitance from the surface of a material, € is the emissivity factor, o is the

Stefan-Boltzmann constant and T the absolute temperature (K) of the emitting material.

Scattering/dieletric (active) in microwaves

Measured returned signal (WR) s attenuated by distance (D) and oo (roughness, dieletric)
WRr = A x (o0 / D) x WE

Where WE is the emitted signal.




Optical - infrared remote sensing |

In optical remote sensing, optical sensors detect solar radiation in the visible and infrared
wavelength region.

When electromagnetic energy from the sun hits the earth's surface three fundamental
energy interactions are possible. Various fractions of energy are:

Reflected

Absorbed

Transmitted

The proportions of energy reflected, absorbed, and transmitted will vary for different earth
features. These differences permit us to distinguish different features of an image.

The interpretation of optical images requires the knowledge of the spectral curve (spectral

signature) of the various materials (natural or man-made) covering the surface of the

earth.

Spectral reflectance curves

The figure below shows typical spectral reflectance curves for three basic types of earth
features: healthy green vegetation, dry bare soil, and clear lake water. These curves
indicate how much incident energy would be reflected from the surface, and subsequently
recorded by a remote sensing instrument. At a given wavelength, the higher the
reflectance, the brighter the object appears in an image.

Note that vegetation reflects much more energy in the near-infrared (0.8 to 1.4 microns)
than it does in visible light (0.4 to -0.7 microns). The amount of energy that vegetation
reflects is related to the internal structure of the plant, and the amount of moisture in the
plant. Another feature to notice is that clear water reflects visible light only, so it will appear

dark in infrared images.
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The red edge is the reflectance inflection point observed in the spectrum of green plants at
the transition between the visible and near-infrared wavelengths. It is the long-wavelength
edge of the chlorophyll absorption feature and has been used to describe the variation in
leaf and canopy chlorophyll concentration. This boundary point in reflectance typically
occurs between 690 and 740 nm in fresh leaves and is determined by the interaction
between chlorophylil absorption of red light and the internal scattering process in the leaf.

Increased chlorophyll concentration causes a deepening and broadening of the chlorophyll
absorption feature, while stressed causing chlorosis usually increase reflectance and
narrow the absorption feature, making the inflection point appear to move to longer or
shorter wavelength, respectively. The relationship has been utilized to detect symptoms of

mineral deficiency and air pollution damage.

Satellites characteristics

Bits per
Spectral bands |Nadir IFOV |Swath Width |Revisit at equator |pixels
16 MS, 8
NOAA/AVHRR | Red-IR-TIR 1Km 2700 Km 2 passes/day NDVI
30m MS
Landsat TM VIS-IR-TIR | 120m TIR 185 Km 16 days 8
30m MS
VIS-IR-TIR | 120m TIR
Landsat ETM+ PAN 15m PAN 185 Km 16 days 8
20m MS
SPOT VIS-IR-PAN | 10m PAN 60 Km 26 days 8
ERS1/2 C-band 30m 100 Km 35 days
4m MS
Ikonos VIS-IR-PAN 1m PAN 11 Km 11
244 mMS
QuickBird VIS-IR-PAN 10,61 m PAN| 16.5Km 11

IFOV Instantaneous Field of View, Ms multispectral, VIS Visible, IR reflected infrared, TIR thermal

infrared, PAN panchromatic.




"Xi" multispectral mode (Spot 4).The bands used are band B1 covering 0.50 to 0.59 uym (green),
band B2 covering 0.61 to 0.68 pm (red), band B3 covering 0.79 to 0.89 pm (near infrared). plus a
Short Wave Infrared band B4, covering 1.58 to 1.75 ym.

The Landsat program

The Landsat program consists of a series of optical-infrared remote sensing
satellites for land observation. The program was first started by The National
Aeronautics and Space Administration (NASA), in 1972. The first satellite in the
series, Landsat-1 (initially named as the Earth Resource Technology Satellite
ERTS-1) was launched on 23 July 1972. Landsat-2 was launched on 22 January
1975 and three additional Landsat satellites were launched in 1978, 1982, and 1984
(Landsat-3, 4, and 5 respectively). Landsat-6 was launched on October 1993 but
the satellite failed to obtain orbit. A new satellite LANDSAT-7 was launched on 15
April 1999. Currently, only Landsat-5 and 7 are operational.
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The Landsat satellites operate in near-polar, sun synchronous orbits. The altitude of the
orbit of Landsat 5 (with Thematic Mapper) is 705 Km, Each orbit takes approximately 99
minutes, with just over 14.5 orbits being completed in one day. The orbit being sun
synchronous implies that the satellite when travelling from north to South, passes the
equator always at the same local time, 9:45 am for Landsat 5.

Between two successive orbits the earth rotates approximately 1/14.5 x 360° = 24.8°,
which corresponds to 2754 Km at the equator. With a trace width of only 185 Km each day
only a small portion of the earth surface can be scanned. The orbit is chosen in such a
way that every 16 days the whole earth surface is covered.

To keep an orbit sun synchronous it has to be near polar instead of exactly polar.

The oscillation mirror acquires data of 16 scan lines (474 m) within each sweep in both
directions, since there are 16 detectors for each of the six bands (4 for the thermal band).
At receiving stations, TM imagery is resample to 30 x 30 m ground resolution (120 for the

thermal band).



Thematic Mapper Spectral Bands

Band Wavelength (um)

Spectral name

Principal Applications

1 0.45- 0.52

Blue

Designed for water body penetration,
Making it useful for coastal water mapping.
Also useful for soil/vegetation discrimination

and forest type mapping.

2 0.52 - 0.60

Green

Designed to measure green reflectance
peak of vegetation for vegetation

discrimination and vigour assessment.

3 0.63- 0.69

Read

Designed to sense in a chlorophyll
absorption region aiding in plant species

differentiation.

4 0.76 - 0.90

Near infrared

Useful for determining vegetation types,
vigour and biomass content, for delineating
water bodies and for soil moisture

discrimination.

5 1.56- 1.75

Mid infrared

Indicative of vegetation moisture content
and soil moisture. Also useful to

differentiate snow from clouds.

6 10.5- 125

Thermal Infrared

Useful in vegetation stress analysis,
soil moisture discrimination, and thermal

mapping applications.

7 2.08- 235

Mid Infrared

Useful for discrimination of mineral and
rock types. Also sensitive to vegetation

moisture content.




Panchromatic and multispectral images
A panchromatic image consists of only one band. It is usually displayed as a grey scale
image, i.e. the displayed brightness of a particular pixel is proportional to the pixe! digital

number which is related to the intensity of solar radiation reflected by the targets in the
pixel and detected by the detector. Thus, a panchromatic image may be similarly
interpreted as a black-and-white aerial photograph of the area, though at a lower

resolution.
A multispectral image consists of several bands of data. For visual display, each band of

the image may be displayed one band at a time as a grey scale image, or in combination
of three bands at a time as a colour composite image.

In displaying a colour composite image, three primary colours (red, green and blue) are

used. When these three colours are combined in various proportions, they produce
different colours in the visible spectrum. Associating each spectral band (not necessarily a
visible band) to a separate primary colour results in a colour composite image. When

displaying a natural colour composite image, the spectral bands (some of which may not

be in the visible region) are combined in such a way that the appearance of the displayed
image resembles a visible colour photograph, i.e. vegetation in green, water in blue, soil in
brown or grey, etc. Many people refer to this composite as a "true colour" composite.
However, this term may be misleading since in many instances the colours are only
simulated to look similar to the "true" colours of the targets. For example, the bands 3 (red
band), 2 (green band) and 1 (blue band) of a Landsat TM image can be assigned
respectively to the R, G, and B colours for display. In this way, the colours of the resulting
colour composite image resembles closely what would be observed by the human eye.

The display colour assignment for any band of a multispectral image can be done in an
entirely arbitrary manner. In this case, the colour of a target in the displayed image does

not have any resemblance to its actual colour. The resulting product is known as a false

colour composite image. There are many possible schemes of producing false colour

composite images. However, some scheme may be more suitable for detecting certain
objects in the image. R = (NIR band), G = (red band), B = (green band).

This false colour composite scheme allows vegetation to be detected readily in the image.
In this type of false colour composite images, vegetation appears in different shades of red
depending on the types and conditions of the vegetation, since it has a high reflectance in
the NIR band.



Clear water appears dark-bluish (higher green band reflectance), while turbid water
appears cyan (higher red reflectance due to sediments) Compared to clear water. Bare
soil, roads and buildings may appear in various shades of blue, yellow or grey, depending
on their composition.

in the RGB colours combination 7 (mid IR band), 5 (mid IR band) and 2 (green band) of a

Landsat TM the inclusion of the mid-infrared bands provide additional information on rock

morphology.

Vegetation indices
Different bands of a multispectral image may be combined to accentuate the vegetated
areas. One such combination is the ratio of the near-infrared band to the red band. This

ratio is known as the Ratio Vegetation Index (RVI)

RVI = NIR/Red

Since vegetation has high NIR reflectance but low red reflectance, vegetated areas
will have higher RVI values compared to non-vegetated aeras. Another commonly

used vegetation index is the Normalised Difference Vegetation Index (NDVI)

computed by
NDVI = (NIR - Red)/(NIR + Red)

In the NDVI map shown above, the bright areas are vegetated while the
nonvegetated areas (buildings, clearings, river, sea) are generally dark. Note that
the trees lining the roads are clearly visible as grey linear features against the dark
background. The NDVI band may also be combined with other bands of the
multispectral image to form a colour composite image which helps to discriminate

different types of vegetation, for example:

R = (NIR band), G = (NDVI band), B (green band)

Microwave Remote Sensing
The active sensor emits pulses of microwave radiation to illuminate their targets. Images of
the earth surface are formatted by measuring the microwave energy scattered by the

ground or sea back to the sensors. The images can thus be acquired day and night.



Microwaves have an additional advantage as they can penetrate clouds. Images can be
acquired even when there are clouds covering the earth surféce.

Real researchers who use radar data have to worry about many different aspects of the
surface. Different vegetation types (e.g., desert, grasslands, forests or frozen tundra) will
all have different backscatter properties. In addition, the basic reflectivity of the soil, called
the "dielectric constant" will change depending on the amount of water that the soil
contains. Dry soil has a low dielectric constant, so that little radar energy will be reflected.
Saturated soil will have the opposite effect, and will be a strong reflector. Moist and
partially frozen soils will have intermediate values.

Thus, if we keep the radar incidence angle cohstant, we can use radar to study large
differences in moisture content of the soil. This is often done in deserts (looking for
subsurface water) or in tropical rain forests (looking for flooded rivers beneath the tree

canopies).

FOREST

TUNDRA
VEGETATION
{VARIABLE STRUCTURE)

AIR/SOIL INTERFACE
(ROUGH/SMOOTH)

SOIL VOLUME
{DRY, MOIST, FROZEN)

Low HIGH MODERATE VARIABLE
DIELECTRIC DIELECTRIC DIELECTRIC DIELECTRIC

Radar signals can be generated at several different wavelengths, which is useful because
energy has an ability to travel through vegetation or soil to different amounts that are
controlled by the dielectric constant of the material. As this diagram shows, short

wavelength radar (3 cm) will be reflected from the tops of trees. Long wavelength radar (24



cm) data will normally go right down to the ground and be reflected off of the surface.
Intermediate wavelength radars (say, 6 cm) will sometimesAexperience multiple scattering
events within the canopy.

If we had a set of different wavelength radar images over a forest, it should be possible to
use this changing penetration capability to study the structure of the trees and the total

amount of material ("biomass") in the forest

DIRECT BACKSCATTER FROM
- @ PLANTS @ 3 cm (X-Band)

< @ DIRECT BACKSCATTER FROM
SOIL @ 24 cm (L-Band)

-— PLANT/SOIL MULTIPLE
SCATTER @ 6 cm (C-Band)

Projection and datum

Maps are flat, but the surfaces they represent are curved. Transforming the three-
dimensional space onto a two-dimensional map is called "projection". There are many
examples that can be used to describe the projection process. One of the most common
describes the result of trying to flatten an orange peel. Take an orange and remove the
peel, as much as possible, in one piece. When you try to flatten the peel, the edges crack,
pieces break off, and parts of the peel remain raised and distorted. Projections make it
possible to create maps of areas of the earth with as little distortion as possible. The
projection process affects four properties: area, shape, distance, and direction. There is no

projection that maintains the integrity of all four properties at the same time. A particular



projection should be chosen based on the importance to your project of one of the affected
properties. For example, if you want to analyse land use wifh respect to the percentage of
area used for different purposes (i.e. agricultural versus residential) the reliability of your
results rest with an accurate estimate of area. Therefore, you would choose an "equal
area" projection such as Lambert Azimuthal Equal Area. An "equal area" projection is one
that reports accurate area measurements while incurring some distortion of the remaining

three properties-shape, distance, and direction.

If you want to optimise for shape, you would choose a "conformal projection” such as
Lambert Conformal Conic. A conformal projection maintains shapes such as rectangles
(buildings) at the expense of area, distance, and direction. The Universal Transverse
Mercator (UTM) projection tries to maintain a happy medium among all four properties. A
Geodetic datum is a reference point that describes the position, orientation and scale
relationships of a reference ellipsoid to the Earth. The North American Datum of 1927
(NAD 27) uses Clarke spheroid of 1866 to represent the shape of the earth.

Lambert Azimuthal Equal-Area Projection




Geographic Coordinate System

Universal Transverse Mercator (UTM) System

UTM Zone Numbers
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Figure 3.20

Bi-linear resampling
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Data Processing and Analysis
Kauth-Thoras sformations were applied to strengthen the
, calroal;

Thesc.iransformations resulted in six new features, three of
which were considered directly relevant to thns.rese:arch:
oreen Momass reflectance, and moisture condition, respec-
Golv T Todel Coellicients lor brightness, greenness, and
Wetnexs were obtained from Crist and Cicone (1984) and B,, Bz,'
B,, B.. 55, and B are the reflectance values of TM bands 1, 2, 3,
4.5, and 7, respectively.

4";c . Brighmess = 0.33183 X By + 0.33121 X B, + 0.55177 X B,
- + 0.425-i4zx B4<-{'+.-0.48087 X Bs + 0.25252 X B,
‘ ' (3)
Greezness = —0.24717 X B, — 0.162663 X B, — 0.40639 X B,
' (4)
l{=xiess = 0.13929 X B; + 0.22490 X B, + 0.40359 X B,

+0.25178 X B, — 0.70133 X By — 0.45732 X B,
' (5)

of the TM6 must be converted into thermal radiance Ly (expressed in mW cm-2sr-tpum-') by
means of the pre-launch calibration coefficients (Markham and Barker, 1986):

Lys = 0.0056322 x DNG + 0.1238 (113)

Using the inverse Planck’s law, the thermal radiances are converted to radiant temperature:

kZ

L (K) (114)
ln( Ly I)
LTA(G

where: &, and k, are the Landsat TM thermal band calibration constants, respectively for

Landsat-4: 67.162 and 1284.3; for Landsat-5: 60.776 ; 0.

T =




Ben Gorte

Table 1.1: Thematlc Mappcr Spectral Bands (from Lillesand and Kiefer [244])

Band Wavelength

(pm)

Spectral
Name

Principal Applications

1 0.45~0.52

2 0.52-0.60

3 0.63-0.69

4 0.76 - 0.90

S 1.556 - 1.75

6 10.4 - 125

7 2.08 ~2.35

Blue

Green

Red

Near
infrared

Mid-infrared

Thermal
Infrared

Mid-infrared

Designed for water body penetration,
making it useful for coastal water
mapping. Also useful for.
soil/vegetation discrimination and
forest type mapping.

Designed to measure green reflectance
peak of vegetation for vegetation
discrimination and vigor assessment.
Designed to sense in a chlorophyl!
absorption regior. aiding in plant
s;;ecies differentiation.

w‘-—‘-—'——‘
Usetul for determining vegetation

types, vigor, and hiomass 55 content, for
delineating water hodies, and for soil

moisture discrimination.
p syt udiivalyi Y shes Akl

Indicative of vegetation moisture
content and soil moisture. "Also useful
to differentiate snow from s.
Useful in vegetation stress analysis,
soil moisture. dnscrnmmatlon and
thcrmal mappmg apyllcatxons

Useful for discrimination of mineral
1 Ot Imgcra
and rock-types. Also sensitive to

vegelation moisture content. :
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Fig. 3.8. The principle of optical-mechanical linc scanners (modified after Gupta 1991)
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Practical Exercises on "Satellite Images Acquisition, Data
Analysis, Information Extraction, Correction Techniques
and Image Processing
by A. Altobelli and M. Ghribi
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Geographic Information Systems (GIS)
MAPPING APPLICATIONS ON THE WEB

The URLSs below provide information about Geographic Information Systems (GIS) and a variety of examples of
how GIS has been applied to communicate information and ideas.

http://www.nativemaps.org/
The Aboriginal Mapping Network Web site is a collection of resource pages to help share information throughout
the aboriginal mapping community. It is a source for both basic information on cartography, to technical information
on GIS mapping.
U.S. Environmental Protection Agency Maps on Demand-Interactive mapping applications and a storehouse of
Environmental data.
Nip://WWWw.€sr1.coiny
Home Page for ESRI, the world's leading provider of GIS software, according to computer industry analysts.
Gifp/www esri.convindustries/k- 1 27k-12form. htm]
ArcVoyager Special Edition, available on the CD in the 1998 Geography Awareness Week package, or on the ESRI
K12 CD#4. If you don't have ArcView or the other items, you can request the ESRI K12 CD#4 (containing lots of
good introductory and instructional tools)

hfip:/www esri.com/datajonline/esri/wobmselect.html

ArcVoyager Special Edition includes a basic set of country data. There is a lot of detailed data available for free and
easy download.

http://www.maproom.psu.edu/dcw/

Pick and choose your area, and you can request to download data, which will arrive as a compressed set of ".e00"
files. These require use of ESRI's Import utility (converts .e00 files into ARC/INFO coverage), freely available from

P //WWW.esri.com/company/iree.ntm

hitp://www.csti.com/data/online/figer/index.html
The full 1995 TIGER data from the U.S. Census Bureau, including streets blocks, streams, and so forth, is waiting to

be downloaded, already in a shapefile format. After registering, choose the county, choose the desired layers, and
download a ZIP file containing ZIP files you've selected plus readme and license in HTML
format Jiffp7/www.esri.comvdatajonline/tiger/index.html

http://www.epa.gov/ostwater/BASINS/

US Watershed Data. The US Environmental Protection Agency has created a site containing vast quantities of
downloadable data, for the conterminous 48 states. Click "Downloads", then, after registering, go to "BASINS GIS
Data". Choose the state, pick the watershed, and, for starters, just download the elevation (DEM) and stream (RF3)

data, already in compressed Fhapefiles.hifp://www.esri.convdata/online/figer/index atmj
[Eftp:77andes.esri.comjevents/seminarlist.cfm

A listing of seminars and training sessions provided by ESRI, a producer and distributer of GIS software.
http://alexandria.sdc.ucsb.edu

The Alexandria Digital Library - Links to significant collections of geospatially referenced information.
http://mapfinder.nos.noaa.gov

National Ocean Service Map Finder Home Page - A one-stop World'Wide Web service that provides direct Internet
access to primary NOS imagery and data holdings.

http://gis.mit/edu/projects

Computer resource lab at MIT - Links to Internet GIS research projects in progress.
http://www.weather.com/weather/maps/index. htm|

The Weather Channel - Interactive Weather-mapping site.

http://plue.sedac.ciesin.org/plue/ddviewer

Demographic data viewer home page Java-Based interactive census data viewer.

http://www.fmri.usf.edu/surf

Florida Marine Research Institute-Interactive mapping application for browsing the conditions and vulnerability of



http://www.epa.gov/envirolhtml/modiindex.html
http://www.esri.com/
http://www.esri.com/industries/k-12/k-12form.html
http://www.esri.com/datal
http://www.esri.com/company/free.html
http://www.esri.com/data/onlinelti
http://www.esri.com/datal
http://shapefiles.http://www.esri.com/datalonline/tiger/index.html
http://andes.esri.com/
http://www.weather.com/weather/rnaps/index.html
http://www.ramaker.com/gis/pds/pdsrnapfrn1.htm

.gov:80/mapit

U.S. Geological Survey Map-It-Form-based map generator uses latitude/longitude coordinates to create local maps.
hffpz7rthotiisby.ohio-state.edu/osumap/

The OSU MAP-for-the-PC is primarily intended for instructional use in colleges and universities, although its
enhanced capabilities may also make it useful in other situations (e.g., small planning agencies or in the third world)
where professional staff need some introduction to GIS prior to the acquisition and utilization of a larger,
commercial GIS.

http://www.hdm.com/gis3.htm
Great GIS net sites

This information on geographic information systems (GIS) was compiled by Carol Shenk, a graduate student in
library and information science at the University of Washington and a former MRSC employee.

Maps on Us - A map, route and yellow pages service

http://www.gis.umn.edu/snf/info/brochures/maps.html

Superior National Forest Map - Interactive Map Server

hifp77www_gisca.adclaide.cdu.au/cgi-bin/eco/ecogis

Eco-tourism Interactive GIS- An interactive map design.

http.//www.visa.con}
Visa-ATM Locator-Interactive bank and ATM locator

Realtor.com - Search over one million new and resale homes.

Cabarrus County - A county government public-access property ownership and tax records database.
http://www.inforain.org

Interrain Pacific INFORAIN Web Site-Bioregional Geographic Information Server for the North American coastal
rain forest.
htfp7/Www.pgulasidorma.se’¢_gula.html

Gulandoma/Z Enghsh Sweden‘s largest online business directory.

http.//icg.fas.harvard.edu/~maps

Harvard University Map collection - Links to the Massachusetts Electronic Atlas and other Internet GIS resources.
[ffp:/7gis.ci.onfario.cajus/gis

City of Ontario, California Geographic Information Server - A parcel search and site locator.
http://www.macavsat.org

Metropolitan Airports Commission Department of Environment Web site - Web-based airport noise and operations

momtormg system at the aneapohs Metropolitan Airports Commission.

Godlva Chocolate Godlva Chocolatler U.S. store locator

Nursing Home INFO-Nationwide Nursing Home Directory. Click on "Find a Nursing Home."
[ttpz//openspacc.ci.boulder.co.usjgis/osmap.html

City of Boulder Open Space Interactive Map — Public Access GIS site established to promote discussion Of open
space issues in Boulder, Colorado.

West Virginia Division of Environmental Protection-Create customized maps of environmental issues affecting the
state of West Virginia.

http.//www stickmap.cony

Seismic Geophysical Exploration Data from [@sfickmap.com-Commercia] data vendor site.
http://www.gis.umn.edu/snf/info/brochures/maps.html

Superior National Forest Map - Interactive Map Server

http://www.maxwell.com/caltrans

Southem California Traffic Report - Real-time traffic conditions for Southern California.

Town of Kennebunk Mapscrver Index - Links to several interactive street, parcel and other maps.
http://www.cast.uark.edu/products/MAPPER
University of Arkansas - Arkansas Interactive Mapper.



http://crusty.er.
http://thoth.sbs
http://www.hdm.comlgis3.htm
http://www.mrsc.org/planning/gis/gis.htm
http://www.mapsonus.com
http://www.gisca.adelaide.edu.au/cgi
http://www.visa.com
http://www.realtor.com
http://www.co.cabarrus.nc.us
http://www.gulasidorna.se/e
http://gis.ci.ontario.ca.
http://godiva.geoserve.com/forms/godi
http://www.nursinghomeinfo.com
http://openspace.ci.boulder.co.us/
http://poca.osmre.gov
http://www.stickmap.com
mailto:@stickmap.com-Commercial
http://www.kennebunk.maine.org/mapserver/home.html

http:77www_.unh-eos-explorer.si.unh.edu

UNH EOS Explorer - Prototype Java application features data from Brazil's Legal Amazon region and contains a
total of thirty-seven themes.

E;tgg://www.geomtonnancs.cogg

Geolnformatics expresses the vision of a continuing integration of the separate disciplines dealing with spatial
information. Therefore, the editorial content of the magazine addresses all links in the spatial data production chain.
From acquisition (geodesy, surveying, photogrammetry, remote sensing), to processing (mapping, GIS, database
management), presentation and distribution (cartography, reporting, networking).

http//Www.gisdatadepot.com/catalog

This is the place to access FREE data from online inventory of more than 2 terabytes of geospatial data.
http:/7www.geog. uni-hannover.de/grass/index2.html

GRASS GIS (Geographic Resources Analysis Support System) home page.

KM/compl0d.html
FTP access to Global AVHRR 10-day composite data.
pttp://www.pes.com/pes/demprog.htmj

1-Degree DEM File Finder.

All sorts of information regarding remote sensing and geographic information systems (GIS) are provided here as a
reference for RSL students and staff.

IhttD://www.hb.utcxas.cdu/mags/curoge.htm]
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The following maps were produced bythe U S Cergat
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These buttons
will not work.

New Notice to Global 1-km AVHRR Data Users

Production of the Global AVHRR composites has been temporarily suspended while funding and
new processing techniques are under consideration.

Questions? Please be sure to check the detailed information available from the Global Land 1-KM
AVHRR Project web site by clicking here.

Past Notices

In order to better serve our users, the most recent three global 10-day composites will also be made
available via FTP at <ftp://edcdaacftp.cr.usgs.gov/pub/avhrriglobal>. See the README file in that
directory for more information.

Prior to April 15, 1995 the data provided via this interface did not conform to IGBP processing
standards. The primary difference is in the scaling method applied to byte and integer data.


http://edcdaac.usgs.gov/1KM/cornolOd.htrnl

@ 10-day composite period:
May 1-10, 1992 -
May 11-20, 1992 :’
May 21-30, 1992
June 1-10, 1992

@ The original data resolution is 1-km. Subsampled data is also available.
Select the desired resolution, in kilometers.

v

Resolution:

@  You can select the complete global image (default) or a geographic subset.
Enter the coordinates of the desired subset. Coordinates can be in either decimal
degrees or degrees and minutes (see examples). The actual area retrieved will be slightly

larger.
Select the complete global image or a geographic subset Northernmost Latitude:

r_____
Westernmost Longitude: !
i______.___

Southernmost Latitude:

Easternmost Longitude:
@ Each band must be retrieved separately. Select the desired band.

{ 6..NDVI -
Band: | ...J
For band 10 the date index filesare available.

@ The data can be compressed with the standard Unix compress program or the GNU gzip

zi
Compress 9=

Most significant byte first
@ Byte Order[ 9 Y =~

Retrieve data
@ 1
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GIS Applications Using MultiSpec for Unsupervised and
Supervised Classification of LANDSAT Images
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MultiSpec©

MultiSpec is being developed at Purdue University, West Lafayette, IN, by David Landgrebe
and Larry Biehl from the School of Electrical and Computer Engineering and LARS. It results
from an on-going multiyear research effort which is intended to define robust and fundamentally
based technology for analyzing multispectral and hyperspectral image data, and to transfer this
technology to the user community in as rapid a manner as possible. The results of the research
are implemented into MultiSpec and made available to the user community via the download
pages. MultiSpec© with its documentation© is distributed without charge.

—

Description Latest Releases Other Information |
Macintosh: 5-20-2002
Windows: 5-20 -2002 Download
What's New . _ )
t0 5.20.02 Note: Documentation Revised on 5-01 Macintosh
@ Windows
Other Sites Documentation LARS
|

These pages look best when viewed using Netscape 1.1 or later. Mosaic 2.0 or later and Internet Explorer can also
be used.

Updated: May 20, 2002. Please send questions or comments to Larry Biehl, webwriter.

Copyright (c) 1994-2002 Purdue Research Foundation,
Macintosh is a registered trademark of Apple Computer.
Windows is a registered trademark of Microsoft Corporation.

http://www.ece.purdue.edu/~biehl/MultiSpec/ 6/21/2002



MultiSpec©
A Multispectral Image Data Analysis System

MultiSpec (©Purdue Research Foundation) is a processing system for interactively analyzing Earth
observational multispectral image data such as that produced by the Landsat series of Earth
satellites and hyperspectral image data from current and future airborne and spaceborne systems
such as AVIRIS. The primary objective of MultiSpec is as an aid to export the results of our
research into devising good methods for analyzing such hyperspectral image data. It has also found
significant use in other applications such as multiband medical imagery and in K-12 and university
level educational activities. There are currently in excess of several thousand known, registered

users.
MultiSpec satisfies the following design goals:

o The implementation should be on a readily available computer platform which has adequate
processing power, but is financially within the reach of any Earth science researcher (i.e.,
computer platforms < $2000).

o The system should be easy to learn and easy to use, even for the infrequent user, using the
most modern of software environments.

o The system should provide for easy import of data in a vanety of formats, and easy export of
results, both in thematic map and in tabular form.

The work of building the current capability began by implementing an upgraded version of the
LARSYS multispectral image data analysis system. LARSYS is one of the first remote sensing
multispectral data processing systems, originally created during the 1960's. A number of systems in
government laboratories, university research labs, and several commercially offered products are
descendants of LARSYS. The current system, called MultiSpec, has been implemented for the
Apple Macintosh and PC-Windows personal workstations. A reasonably current generation,
middle range machine and color display, would have a street price of less than $2000 at the present
time. Such a system is capable of classifying in excess of 6 million pixel-classes per minute using 12
bands and a Gaussian maximum likelihood scheme. Given the current cost/performance trends,
even more cost-effective systems are likely to be available in the future.

New capabilities are continually added to MultiSpec as they emerge from our research on
hyperspectral processing. Capabilities of the current version of MultiSpec include the following.

o Import data in either Binary or ASCII format with or without a header, and in Band
Interleaved by Line (BIL), Band Sequential (BSQ), or Band Interleaved by Sample (BIS)
formats. The data may have either one or two bytes per data value, and may have 4, to 16
bits per data value. In the case of two bytes per sample, the two bytes may be in either order.

o Display multispectral images in a variety of B/W or color formats using linear or equal
area gray scales; display (internally generated) thematic images also in B/W or color, with an
ability to control the color used for each theme. ArcView Shape Files may be overlain on the
images.

e Histogram data for use in determining the gray scale regime for a display or for listing and
graphing.

o Reformat the data file in a number of ways, e.g., by adding a standard header, changing
from any one of the three interleave formats to either of the other two, editing out channels,
combining files, adding or modifying channel descriptions, mosaicing data sets, changing the
geometry of a data set, and a number of other changes.

http://www ece. purdue.edu/~biehl/MultiSpec/description. html 6/21/2002
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e Create new channels of data from existing channels. The new channels may be the result of
a principal components or feature extraction transformation of the existing ones, or they may
result from the ratio of a linear combination of existing bands divided by a different linear
combination of bands.

o Cluster data using either a single pass or an iterative (isodata) clustering algorithm. Save the
results for display as a thematic map. Cluster statistics can also be saved as class statistics.
Use of clustering followed by ECHO spectral/spatial classification provides an effective
multivariate scene segmentation scheme.

o Define classes via designating rectangular or polygonal training fields or mask image files,
compute field and class statistics, and define test fields for use in evaluating classification
results quantitatively. A feature called "Enhance Statistics" also allows one to improve the
extent to which the defined class statistics fit the composite of all data in the data set. A
covariance estimation scheme (LOOC) can optimize that estimate for small training sets.

o Determine the best spectral features to use for a given classification using (a) searching
for the best subset of features using any of five statistical distance measures, (b) a method
based directly upon decision boundaries defined by training samples, or (c) a second method
based directly upon the discriminant functions. Also included are methods especially
designed to search for narrow spectral features such as spectroscopic characteristics, and for
use of projection pursuit as a means of further improving the features extracted.

o Classify a designated area in the data file. Six different classification algorithms are
available: use of minimum distance to means, correlation classifier (SAM), matched filter
(CEM), Fisher linear discriminant, the Gaussian maximum likelihood pixel scheme, or the
ECHO spectral/spatial classifier. Save the results for display as a thematic map, with or
without training and test fields being shown. Apply a threshold to a classification, and
generate a probability/threshold map showing the degree of membership of each pixel to the
class to which it was assigned.

o List classification results of training or test areas in tabular form on a per field, per class, or
groups of classes basis.

o Show a graph of the spectral values of a currently selected pixel or the mean + s for a
selected area. Show scatter diagrams of data from pairs of bands and ellipses of
concentration for training sets and selected areas. Show a graph of the histograms of the
class or field data values used for training. Show the coordinates of a currently selected area.

e Show a color presentation of the correlation matrix for a field or class as a visualization
tool especially for hyperspectral data.

o Several additional utility functions including listing out a subset of the data e g, for use
externally, conducting principal component analysis, etc.

o Transfer intermediate or final results, be they text, B/W image or color image, to other
application programs such as word processors, spreadsheet, or graphics program by copying
and pasting or by saving and then opening the saved file within another application.

The MultiSpec implementation is carried out in such a way that the primary limit on the number of
lines or columns of the data, the number of spectral bands, etc., are those determined by the
available disk and memory space. Taken together, these capabilities provide a state-of-the-art
capability to analyze moderate and high dimensional multispectral data sets of practical size. All
versions, along with a 170+ page document listing its capabilities in more detail and providing
tutonal exercises in its use, is available, along with substantial additional documentation, via the

World Wide Web.

| MultiSpec | Description | Other Information | What's New | Download Mac, Win |
Documentation |

http://www.ece.purdue.edu/~biehl/MultiSpec/description. html 6/21/2002
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Introduction to Multivariate Data Analysis
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by
Enrico Feoli
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Iglesias-Cagliari, Italy, 4-8 June 2002

Multivariate data analysis deals with matrices of data of different nature. The matrices
contain descriptions of objects, at the same time or in different times, by variables that
can be measured in different scales. Data matrices generate multidimensional spaces
in which the row and column vectors find their mutual position. In order to represent the
multidimensional space it is useful to standardize and/or normalise the variables and

the objects.

Some basic formulas:

Translation

Centering

Relative centering

Standardisation

Standardisation with max

Standardization and
translation

Normalization

Normalization of centred
variables

Standardization by total

Development in Coastal Areas”

xl =X xmin
x, =X—-X
X—X
X, =
n-1
X—X
zZ=X, = —
2
2(x-x)
n
X
x, =
xmax
X=X .
x’ - - min
xmax ~ “min
X
x, = >
2%
xX—X
X, = =
2 (x=x
X =

(0.1)

(0.2)

(0.3)

(0.4)

(0.5)

(0.6)

(0.7)

(0.8)

9)



Double centering

Deviation from
expectation X =
.2 .2 2 x 2
norma, = \[x,j Xy, Xy "élx,,
An example of a data matrix
1 2 3 4
ph 6.8 5.9 7.5 7.1
A(m) 1200 1000 950 1150
T(C°) 18 21 22 19
Transormation by Eq. (0.5)
1 2 3 4
ph .907 787 1.00 947
A(m) 1.00 833 792 958
T(C°) .818 955 1.00 864
Transformation by Eq. (0.4)
1 2 3 4
ph -.037 -1.36 .993 404
A(m) 1.05 -.630 -1.05 .630
T(C°) -1.10 .548 1.10 -.548

An example of another data matrix

(0.10)

(0.11)
22X
(0.12)
Transformation parameters
Xmin Xmax ; s
ph 5.9 7.5 6.83 .68
A(m) 950 1200 1075 119
T(C° 18 22 20 11.83
Transformation by Eq. (0.6)
1 2 3 4
ph 563 .000 1.00 .750
A (m) 1.00 .200 .000 .800
T(C°) .000 .750 1.00 750
Transformation by Eq. (0.8).
1 2 3 4
ph .496 .431 .547 .518
A(m) .556 463 440 532
T(C") 449 523 .548 474

1 2 3 4
Humus (peso %) 30 60 50 25
Granulometry (mm) 1 0.1 0.5 0.01
ph 6.5 7.7 8.1 7.3
Potassium (p.m.) 52 102 78 120




€ 1
§, 1.
2
£
6 5_
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1 _| . R
017 i T
0 253 5 60 100
humus %
DUALITY OF THE MULTIDIMENSIONAL SPACE:
Modality Q Modality R
variable 2 ] object 3
object 3 var 2
X23 X23
object 2 X3
X22 var 1
Rilievo%
X208 |
X1 X3 Xj2 X22 X2
variable 1 object 2

The mutual position of the vectors in the multidimensional space can be defined by the
resemblance functions. They are scalars that are functions of the values of the

variables in the objects.

The application of resemblance functions to

RESEMBLANCE Matrices:

A symmetric matrix

the data matrices gives origin to

1 2 3 n
7] Si2 $13 Sin
$21 §22 S23 Sji San
$3; $32 $33 S3n

Sij
Snt Sn2 Sn3 Snn




DISTANCES :

m
2
Deuclidea(a,b) = Z—;t(xia - xib) (0.13)
m
Exiaxib
Dcorda(a_b) = 2 1-

[inaz zxin (0.14)

y Y
a 4 a
Y2 ; 3 \b
Vi “de
l‘\ d
ox, X 123, X
Scalar products:
“ .2 |x .2
Y a
b
Ay €
X
iczlxiaxib

cosa =
m 2 m 2
Zx ia Zx ib
Vi:l \Ji=|



X
m
E xia xib
SPS(a,b) = m ~m ) (0.16)
max( >, x“ia, 2. x“i6)
i=l i=1
zxiaxib
S\“R(a_b) = mo I:rl 5 m (017)
= X"ia + Zl.\"ih - le,ax,.,,
’gi(x;; - X; )(x;,/ - Z)
T = T [ = (0.18)
\é(xy - xi)2 Z:I(xh,' "xh)z
n % XiXn ~ %xr,‘i /‘Z-lx"'j
Tin = p . Inre P (0.19)
\/" >, -(Zx,)’ \/” Xx," = (X x,)’
J=l J=t J=l =t
(0.20)

é(xg,‘ - Z)(x;,,- - ;;)

S,
ih n -—l

RELATIONSHIP BETWEEN DISTANCE AND SCALAR PRODUCT:

Dz(”-”) = inaz + zxihz - 2inaxih (0.21)



BINARY VARIABLES:

2
+ -
+ a b
1 - c d
a+c b+d

a
S.Iaccanl = a+ b +c

2a
SSorenxcn = 2a + b +c

S _ a
Ochiai \/(a + b)(a + C)

Euclidean distance for binary data:

D b+c

euclidea ~

Cord distance for binary data (0.24):

D . = [21- a
corda \/( \/(a+b)(a+c)J

Correlation coefficient:

v = phi= ad - bc
-7 ~ Ja+b)a+c)b+d)c+d)

ris related to y* :

Simple matching” (Sokal & Michener),

a+d
SSM =

n

a+b
c+d

(0.22)

(0.23)

(0.24)

(0.25)

(0.26)

(0.27)

(0.28)

(0.29)



Yule’s index:

_ ad - bc
Yule  ad + be

Gower’ index for mixed data::

m
_Z;‘ WiabSiap
I=

Sc

ower(a.b) =

(0.30)

(0.31)

Siap) has values between 0 ed 1. For nominal data s;,,=1 if the objects agree for

character i, si.=0 if they disagree, for continuous data:

l_l'\-ia_xih |

Sitaby = R

R is xmax —x min.

Transformation of similarity to dist:

D=1-5
D =-log§
D=1/(1+S5)

Examples of calculus:

a data table

1 2 3 4 media
Specie A 10 5 15 20 12.5
Specie B 12 20 0 0 8
Specie C 0 10 7 15 8

Euclidean distance [eq. (0.13)}:

D ytidea2) = \/(10'5)2 +(12-20)° '*’(0'-10)2 =13.75

(0.32)

(0.33)
(0.34)

(0.35)



Cord distance [eq. (0.14)]:
10x5+12x20+0x10
Doty =4[ 1 - > ) > > T |-
JA0? +12% + 02) x (52 +20% +10°)
50+240 290
=12/ 1- =12/ 1- 1/2‘1 0815—0616
J( J(100+144)x(25+400+100)] \/( V128100 )

Scalar product:

Sesay =10x5+12x20+0x10 =290

10x5+12x20+0x10 290 290
cosq, , = - =— = =0.810
JA0? +122 +07),/(52 +20° +107) V244525  357.91
10x5+12x20+0x10 290 290
Spsaz = 2 7. 2 2 IC = =0.552
max[(10° +12°+07),(5° +20° +10°)] max(244,525) 525
Similarity ratio [eq. (0.17)):
10x5+12x20+0x%x10 290
Ssra.2) = 773 2. 2 ) 2 2 = = 0.605
10" +12°40°)+(5°+20° +10°) - (10x5+12x20+0x10) 244+525-290
Coefficiente di correlazione [eq. (0.18)]:
(10-12.5)(12-8) +.....+(20-12.5)(0-8)
\/(10 12.5) +..... +(20—12.5)2\/(12-8)2+ ..... +(0-8)’
(-2.5)4 4+ (-7.5)12 +2.5(-8) + 7.5(-8) _—10-90-20-60 180 — -0.949

CJ6.25+.56.25+6.25+56.2516+144+ 64+ 64  +/125./288  189.74

Binary data

An example of binary data

1 2 3 4 5 6
Specie A 1 1 0 0 0 1
Specie B 1 0 1 0 1 1
Specie C 1 1 1 1 0 0
Specie D 1 0 1 1 1 1
Specie E 0 1 0 1 0 1




Contingency table between objects

Object 5

presente assente

presente| a=2 b=1 |a+b=3

assente ¢c=0 d=2 |c+d=2

Object 3

atc=2 b+d=3 n=5

Index of Jaccard [eq. (0.21)]:

2

SJaccard(J.S) = m =0.667

Index of Sorensen [eq. (0.22)]:

2x2

SSorensen(S.S) = 2X 2 + 1 +O =V

Index of Ochiai [eq. (0.23)):

2
SOchiai 3.5 = \/—3—;—2’

=0.816

Euclidean distance [eq. (0.24)]:

Deuclidea(B,S) =y1+0 =1

Cord distance [eq. (0.25)]:

2
Do = Jz[1 ~J3x2)

Variables association:

Correlation coefficient [eq. (0.26)]:

_ Ax1-0x1 0.632

r -
BD T Jax5x1x2

“Simple matching” [eq. (0.28)]:

4+1
Ssme.o) = 6 =0.833

Contingency table between variables

Species D
presente assente
cun) presente| a=4 b=0
'§ assente c=1 d=1
& a+c=b b+d=1

a+b=4
c+d=2

n=6

): 2(1-0.816)=0.606



Index of Yule [eq. (0.29)):
4x1-0x1 1

SYuIe(B.D) = m =

Mixed data:

Example of a mixed data matrix

1 2 3
A + + -
B L \ / L
C r r w w
D (cm) 5 7 3 4
E 10 7 5 7

C1+0+1+[1-(7=-5) /7 -]+ [1-(10-7)/(10-5)]

Sower.2) = =0.58
Gower:2) 1+1+1+1+1
Scower(3.4) = 10+ 1+ [1-(@4=3/0-3)]+[1-(7-5)/10-5) =0.8375
' 1+0+1+1+1
04+0+0+[1-(7-3)/(7-3)]+[1-(7-5)/10-5)]
SGower(2,3) = =0.15
1+0+1+1+1
Classification algorithms:
. A
..' o.: . ® e B .. .

a= single linkage, b=average linkage, c= complete linkage



61
67
76—
.8_ .
3 1
1 4 5 3 2

Example of dendrogram

Cross validation

Objects 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Iclassif. 1 1 1+ 1t 1 11141 1 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3
1t 11 3 3 3 3

Hclassif. 1 1 3+ 11 2 2 2 2 2 2 2 2 2 2 2 2

Cross table of the two classificatios. Index of
Cramer=0.59.

1 3
1 5 5 10
I 2 3 10 0 13
3 0 2 0 2
8 12 5 25




ORDINATION

Objects and variables are disposed according to axes:

2.0 e
. 10
1.0 - u Sign
» ~ ulow
o~ . o 00 "etlave
L 00} — n @ YL
7] w LI L a®
© L] ©
10 - L] -10
- -
-
20 N 200 i
20 10 0.0 10 20 20 10 00 10 20
asse 1 asse 1
.«
-
0 20
ip00 '
asse 2
3}
.1 QGun
%
O
Objects ™. | Variables
n 4.
Qo
<)
-g X(mm) R(hty_rm)

Given a matrix X two symmetric matrices may be obtained

(SB,~A,B)=0

(S-A41,)B =0

The scalars A; are eigenvalues

eigenvector.

(S-41,)

Su— A Si2
S Sp =4
S N

(0.1)

(0.2)

of S, while the vector B; associated to A; is called

B; 0
Sy b, 0
Szp bz — 0
Sy~ A b/’ 0



or:

(Sn-/l)bl + s12b> + + S],I,bp 0
s21b1 + (s2-A)by T + S2pbp 0 (0.3)
+ + + . =0
Sp1by + Sp2b2 + + (Spp-Abp = 0
Is-41}=0 (0.4)
S1h A Sz Sip
n—A
Sar Sy S2p -0 (0.5)
8o Sp2 Sp— A

The solution of the polynomial of p degree gives the ;. The efficiency of the solution
is:

w A
A% =100
) (0.6)

Example

Given the matrix

Objects
1 2 3 4 5 Aver:
= 1 2 5 0 5 26
(L]
> 2 3 4 5 2 3 3.4

Let's compute the covariance between variables 1 and 2 and the respective variances:

_(1=2.6)3-34)+...+(5-2.6)3-34) _

" ; 1.7

53 1.7
S’"sz
1.7 1.3

Let’'s compute now the eigenvalues:

53-4 1.7

|S_’1"12‘=' 17 13-4

-

(53-A)x(13-1)-1.7x1.7=0



A -6.61+4=0

2 _ z_;
A =3.3+i§1——4=5.925 4, =3.3—L3]——4=0.675

XA =4+4=5925+0.675=6.6
2S5, =8,+5,=53+13=6.6

A%, =(5.925/6.6) x 100 =189.77
A*,=(0.675/6.6) x 100 =10.23

Now let’s calculate the eigenvectors

(5.3-5.925)b, +1.7b, =0
1.76, +(1.3-5.925)b, =0

0.625b, +1.7, =0

-1.7b, +4.625b, =0
let b,=1, then:

1.7, = 0.625

4.625b, =1.7

b, is 0.3676.

By assigning arbitrary values the elements of eigenvectors remain always proportional,
in fact if we put b;=3, b,=3x(0.3676)=1.1028, and if b,=1, b,=1.7/0.625=2.72; in all the
cases the bs/b, = 2.72 and b,/b, = 0.3676. To avoid arbitrary values the eigenvectors
are normalised:

1

b = —=——=—==0.9386
V17 +0.3676%

b, = ——————70'3676 =0.345
V12 +0.3676

Summarising:

b, 1 " (0.939J
B = = normalising =
b,) 10.3676 0.345

With the similar procedure we find the second eigenvector B, corresponding to the
second eigenvalue A,

b, 1 . ( 0.345 )
B, = = normalising =
b, -2.722 -0.939



Table of eigenvalues and eigenvectors of the example.

Eigenval. Variance % Eigenvector 1 2
A 5.925 89.77 By 0.939 0.345
A2 0.675 10.23 B, 0.345 -0.939
B>
1=
Var. 1
0 L | "
05 11
-1 var. 2

Scattergram of the two variables

Principal Component Analysis

(PCA) R, Q and D described by Orfoci (1978).

PCA
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Y =B.X fori=1,m

m
Yy = g b,x, =b,x +b,x, +..+b,x

mi X mj

Algorithm R

(S-A1)B =0

B'B =3b =b 4+ b+ +b =]
=

The components are (Y, = Bi4),

The elements in A are:

F; is the standardisation factor.
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Table of F that allows different solutions of PCAautomatically normalised to the square root
of eigenvalues.

F; Eq. Indice diS Eq.
1 Centred scalar product
n-1 (0.12) Covariance (0.20)
2(x; - x)’ (0.13) Correlation coefficient (0.18)

Anyway it is always possible to standardize the components by:

¥
y, = 1'/1,. .
J ,zyiz (0 14)

The correlation coeffiecient r,; between the original h-th variable and the i-th component
is:

l/——l’ﬂ (0.15)

Shi

Thi =

where by, is the coefficient of the Ji-th component of the variable h-th, A; is the i-th
eigenvalue and sy, is the diagonal value of S of variable h-th. If S is a correlation
matrix (R), sp is 1 and:

ry = JAb, (0.16)

D and Q algorithms
d; of matrix D is transformed Q by:

g, ==0.5d2 +0.5(D,+ D, - D,) ' (0.17)

where:

2d; xd) 224
D. = D =£ D ==



R-Components

Data matrix
objects
_ 1 2 3 4 5 1t 2 3 4 5 Xy
Ko
g 08 03 12 13 12 Y, -082 -018 14 -146 106 5925
S 2 02 03 0.8 07 -0.2 Y, -009 -038 -034 021 6 0.675
Y=BA 0.939 0345 -0.8 -03 12 -13 12 -0.82 -0.18 14 -146 1.06
= = X =
0.345 -0939) {-02 03 08 07 -0.2 -009 -038 -034 021 06
The detailed calculations:
¥, =(0.939X-0.8)+(0.345)- 0.2) = -0.819
v, =(0.939X-0.3)+(0.345)0.3)=-0.178
¥y, =(0.345)-0.8)+(~0.939X-0.2)= —0.088
¥y, =(0.345)-0.3)+ (- 0.939)0.3)= —0.385
To normalize the components of eigenvectors to Y (0.14):
0.9 V5.925 0.345x+/0.675
b, = 39"1 =2.2857 b, = "1 0675 _ 2834
.34 . -0. VO.
b, = 0 5><1\/5 925 - 0.8308 b, = O939>1< 0.675 - _0.7715
Correlations with components are:
0.939x+/5.925 0.345x+/0.675
v, = =0.991 h, = =0.123
V5.3 V5.3
0.345x+/5.925 —-0.937x+/0.675
b, = =0.737 yy = =-0.675
J1.3 V1.3
Q matrix of scalar product of objects in the data D matrix
matrix
1 2 3 4 5 1 2 3 4 5
1 68 .18  -1.12 118 -92 1 0 707 224 707 2
2 18 18 -12 18 -42 2 707 0 158 141 158
3 112 -12 208 -212 1.28 3 224 158 0 292 1
4 118 18 212 218 -1.42 4 707 141 292 0 2.55
5 -92  -42 128 -142 148 5 2 1.58 1 255 0




(0> +0.707° +2.236 +0.707* +2%) _

D, = 2
5
2 2 2 2 2
D2=(0.7O7 +0 +1.558 +1.41° +1.58 )=1.5
2 2 2 2 2
p, - (%0707 +2.23562 +.42539°+0°)

to obtain q values by (0.17) :

g, =—0.5x0% +0.5(2 +2—2.64) = 0.68

g,, =-0.5x0.707* +0.5(2+1.5-2.64) = 0.18
gy, = —-0.5x0° +0.5(1.5+1.5-2.64) = 0.18

RESULTS of Q and D PCA:

Eigenvalues Eigenvectors
1 2 3 4 5
1 5.9249 B; =337 -.073 576 -.601 434
2 0.6751 B; -.107 -.469 -410 .254 732
PCA
1 2 3 4 5
Y, -0.820 -0.178 1.402 -1.462 1.057
Y, -0.088 -0.385 -0.337 0.209 602
BIPLOT:
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Euclidean biplot eigenvector normalized to 1 and components to the square root of the
corresponding eigenvalue. '

Covariance biplot eivenvecotors normalized to the square root of eigenvalues and
components normalized to 1.

PCA 2

25 15 -5 5 15 25

PCA 1

Correlation between variables and

components
PCA | PCAI
U 979 139
H 977 .070
G 934 -173
L -.948 107
T -.522 -787
C -.409 .860
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Abstract
This paper presents an overview of methods and tools of spatial data analysis useful

for establishing computer based decision-support systems (DSS) for an integrated
coastal area management (ICAM). The spatial DSS refer to those systems based on
the use of GIS (Geographic Information Systems) technology. The integration of
those information technologies provides an important source of methods that are
usefully incorporated in a decision-support system and make use of geographically
referenced information.

After a brief introduction on the peculiarities and unique management problems of
coastal areas, the paper first describes the meaning and role of Decision Analysis
(DA) and then the major tools and components for constructing a Spatial Decision-
support Systems (SDSS) for Coastal Zone Management (CZM).

Key words: Methods, tools, spatial data analysis, DSS, GIS, integration information
technologies, SDSS, CZM

1. Introduction

This paper is based on ICS-UNIDO experience in developing advanced
information technologies for integrated coastal area management.

According to Fedra and Feoli (1998), the definition of coastal zone for the
purpose of this paper is "the area, on both sides of the actual land-water interface,
where the influences of land and water on each other are still a determining factor -
climatically, physiographically, ecologically, or economically”.

The characteristics of the coastal zone are therefore related both to the landside
and the waterside.
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In the first case the coastal zone shows a high population density with a large
number of urban conglomerations, and as consequence, in most countries, a fast
population growth.

In the water side there are fisheries and aquaculture, exploiting a generally highly
productive ecosystem, that is not only productive in its own right, but plays an
important role in the aquatic ecology as a breeding and nursing ground for many
commercially important fish species. Very specific, valuable and vulnerable typical
coastal ecosystem includes estuaries, salt marshes, mangroves, sea grass meadows
and coral reefs.

The environmental problems of coastal zones are both anthropological and
natural. Concerning the anthropological problems, Vallega (1993) offers a systematic
classification of coastal zone uses. They include: seaports, shipping (carriers, routes,
navigational aides), sea pipeline, cables, air transportation, biological resources,
hydrocarbons, metallurgic resources, renewable energy, defence, recreation, waste
disposal, research, archaeology, environmental preservation and protection. These are
further subdivided into a total of 250 kinds of uses, all focussing more or less on the
aquatic part of the coastal zone. A similar classification can be found for land-based
activities, with urban development, industry (ranging from mining to manufacturing)
and commerce, agriculture and recreation as the main elements in Ajjour and Drabih
(1997). All these uses are causes of pollution and environmental changes.

The set of natural problems is related to the exposure of the terrestrial zone to
marine impacts, and on other terrestrial impacts on the coastal waters. These include
such phenomena as storms, tides, and surges, the occasional tsunami, and the
prospect of sea level rise, coastal erosion, salt water intrusion in rivers and aquifers
caused by (often man made) low-flow and excessive withdrawal.

Since all of the activities in coastal zone compete, for space, for resources, and
for the waste absorption capacity of the coastal ecosystems, it follows that there is an
obvious and often dominating spatial aspect, which makes coastal zone management
a spatial problem.

2.  Spatial Decision-Support Systems and Coastal Zone Management

2.1  Definitions

Definitions of decision-support systems range from: “Interactive computer based
systems that decision-makers utilize data and models to solve unstructured problems”
(Gorry and Morton, 1971) to “Any system that makes some contribution to decision-
making’’ (Sprague and Watson, 1986).

A decision is a choice between alternatives. The alternatives may represent
different courses of action or different hypotheses. Rational human behaviour involves



the evaluation of choice alternatives based on some criteria. A criterion is some basis
for a decision that can be measured and evaluated. It is the evidence upon which a
decision is based. Criteria can be of two kinds: 1) constraints, which serve to limit the
alternatives under consideration; and 2) factors that enhance or detract from the
suitability of specific alternative for the activity under consideration.

A decision rule is the procedure by which criteria are combined to arrive at a
particular decision and by which evaluated data can be compared and acted upon.
Decision rules are structured in the context of a specific objective, for example, to
determine which area is suitable for a given activity. To meet a specific objective, it is
frequently the case that several criteria will need to be evaluated (Multi-Criteria
Evaluation).

The decision-support field is the “Development of approaches for applying
information systems technology to increase the effectiveness of decision-makers in
situations where the computer can support and enhance human judgement in the
performance of tasks that have elements which cannot be specified in advance” (Sol,
1983).

2.2  Decision Process

According to Sol (1983), the decision-support field is a development of
approaches for applying information systems technology to increase the effectiveness
of decision-making, in particular in situations where PC-aided support can enhance
human judgement in the performance of tasks that have elements, which cannot be
specified in advance.

Decision-support systems must provide integration of information and feedback
loops to support investigation in the quest for scientific discovery. The intangible
factors in the decision-making process may be accounted for through information
supplied and choices made by a decision-maker who operates the SDSS interactively
or through an analyst. The above suggest that spatial decision-support systems may
be developed as general-purpose tools for decision-making (Goodchild and Densham,
1990).

2.3  Spatial Decision-Support Systems (SDSS)

The SDSS have been extensively and adequately covered in literature (Craig and
David, 1991, Densham, 1991, Goodchild and Densham, 1990, Moon, 1992, NCGIA,
1992). According to Densham (1991) and Geoffrion (1983), Decision-support
Systems has six characteristics:

Explicit design to solve problems;

Powerful and easy-to-handle user interface;

Ability to flexibly combine analytical models with data;

Ability to explore the space analysis solution by building alternatives;
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a Capability of supporting a variety of decision-making styles; and
o Allowing interactive and recursive problem solving.

The distinguishing capabilities and functions of SDSS are to provide mechanisms
for the input of spatial data:

a Allow representation of the spatial relations and structures;
a Include the analytical techniques of spatial and geographical analysis;
a Provide output in a variety of spatial forms, including maps.

Notwithstanding in the specialized literature (Holsapple and Whinston, 1991)
DSS is mainly viewed as a mathematical technique or a set of techniques for
decision-making by optimising something under some specific constraints, we
consider SDSS in its broad meaning as an information system that can be used to
support decisions at spatial level. By SDSS we mean the integration of all the
methods and tools that can be useful to build up a decision-support system for
spatially related problems. The system needs the following components: GIS, data
analysis and image processing, modelling and expert systems, simulation and
optimisation, multi-criteria decision analysis and a suitable user interface. These
components are discussed mainly following Fedra and Feoli (1998). The relationships
between them are explained in Figure 1.

The ultimate objective of a computer-based SDSS for coastal zone resources
management is, or should be, to improve planning and decision-making processes by
providing useful and scientifically sound information to the actors involved in these
processes, including public officials, planners and scientists, and the general public.

3.  The Components of SDSS

3.1 Geographic Information System (GIS)

A Geographic Information System (GIS) is designed as a computer tool to
efficiently capture, store, update, manipulate, analyse, and display all forms of
geographically referenced information (e.g., IDRISI, 1997). A GIS typically links
data from different sets, using geo-referencing, i.e., spatial co-ordinates, as a
common key between the data set. The power of a GIS stems from its ability to
combine many data sets and display them in a common framework as thematic maps.
To obtain thematic maps the GIS may have internal software tools for database and
data analysis and image processing, or may be easily interfaced with external
software. There are many GIS on the market, commercial and public domain GIS
and they are all different each other. They may answer more or less easily and
completely to the following typical questions depending on how they have been
designed:



O Spatial identificatior. find locations where certain conditions are satisfied,
including the logical (Boolean) or arithmetic combination of multiple layers
(overlay analysis);

a Trends. find the differences within an area over time or along spatial
dimensions;

Q Patterns. find correspondences between distributions of different attributes;
calculate similarity between patches, fractal index, indices of fragmentation,
and so on;

a Modelling. answer "What if* questions.

However, to answer more complex gquestions one need to combine (static)
geographic data layers with dynamic and spatially distributed models. A progress
toward this integration may be achieved by the object-oriented approach (Malczewski
1999). This can be considered as an alternative or a complement of the layer
databases approach common in most of the GIS.

External data External models

sources and expertise
Map conversion Model Integration
Image processing Knowleclge eng neering

Data filtering
DATA AND INFORMATION PREPROCESSING

A
Y h 4
DB GIS Models ES
—
Information system 4__1 Anglyticd sysem

v v

Visualization Help and explain functions Hypertext

GRAPRICAL USER INTERFACE

Figure 1: Graphical use interface



3.2  Data Analysis and Image Processing

The maps obtained by GIS may be seen not only as cartographic representations
of a classification of the landscape at the end of an analytical process, but mainly as
data sources for the landscape spatial pattern analysis through the many different
indices of the landscape structure such as shape, fragmentation, fractal, diversity,
etc. (Turner, 1989). Many GIS have internal data analysis and image processing
systems that can calculate different pattern indices. Some GIS such as IDRISI,
ILWIS, GRASS (see Malczewski, 1999 for a comparison between different GIS)
have the possibility to treat remote sensing data (image processing) coming from
LANDSAT, SPOT, NOAA, etc.; however there are not GIS including data analytical
and statistical techniques that are able to classify specific Operational Geographic
Units (OGU). The classification may be obtained by applying the clustering
algorithms or other multivariate techniques. Feoli and Zuccarello (1996) treat this
aspect. GIS can manage different OGUs to obtain maps. In GISs, raster or vector,
the OGUs are stored in databasess generally structured according to the relational
model. In the databases different characters may describe the OGUs. The
probabilistic similarity functions proposed by Goodall (1964) that have been
suggested and that have been included in the information system developed in
ICS/UNIDO (Feoli 1993) would improve the interpretation by introducing the
probabilistic aspect in the prediction. The functions can deal with 6 categories of
characters: 1) binary; 2) qualitative, with more than two alternative values; 3)
ordinal; 4) only small integer values; 5) quantitative grouped into classes; 6)
quantitative not grouped into classes.

3.3  Modelling and Expert Systems

In GIS, the basic concept is one of location, of spatial distribution and
relationship; basic elements are spatial objects. In environmental modelling, by
contrast, the basic concept is one of state, expressed in terms of numbers, mass, or
energy, of interaction and dynamics; the basic elements are “'species’”’, which may be
biological, chemical and environmental media such as air, water or sediment. The
overlap and relationship is apparent, and thus the integration of these two fields of
research, technologies, or sets of methods, that is, their paradigms, is an obvious and
promising idea (Fedra, 1995). ‘

Simulation and optimisation modelling is a powerful tool of analysis, and
forecasting. Modelling of marine systems has a considerable tradition in both
physical and biologica! oceanography. For summary treatments, more recent model
comparisons, and some classics in the field see, for example, Riley et al., (1949);
Nihou!, (1975); Kremer and Nixon, (1978); Falconer et al., (1989); Fransz et al.,
(1991).

However, most of these approaches are designed to improve scientific
understanding of physical and biological processes, with the notable exception of
some of the fisheries models that have obvious management implications. Other



management oriented and model-based studies of marine 'systems include the RAND
Corporation classic on the Qosterschelde or the recent study of the North Sea
Management Analysis North Sea (MANS), (Klomp, 1990). Other important recent
models for coastal zone management are ECOPATH, ECOSIM and ECOSPACE
(Pauly et al., 2000) that are offering a set of tools for evaluating ecosystem impact of
fisheries based on modelling the mass balance fluxes in the fish food-webs both in
homogeneous and heterogeneous space conditions.

Quantitative numerical models and rule-based, qualitative expert systems provide
another example of possible integration. Expert systems can be used just as any other
model to assign a value to an output variable given a set of input variables; they do
this, however, by using rules and logical inference rather than numerical algorithms.

In the context of models, expert systems are often used to help configure models
(implementing an experienced modellers know-how to support the less experienced
user) and estimate parameters. A number of these "intelligent front end systems" or
model advisors have been developed in the environmental domain (Fedra, 1992).

A rule-based approach can also be a substitute for a numerical model, in
particular if the processes described are not only in the physical and chemical, but
also in the biological and socio-economic domain. An example could be the
environmental impact assessment based on a checklist of problems, which can be
understood as a diagnostic or classification task. A qualitative label is assigned to
potential problems, based on the available data on environment and planned action,
and a set of generic rules assessing and grading the likely consequences. And finally,
a model can be integrated into the inference chain of an expert system (Fedra, 1992).
Recent examples of environmental expert systems are given in Hushon (1990) and
Wright et al., (1993).

The flexibility to use, alternatively or conjunctively, both symbolic and numerical
methods in one and the same application allows the system to be responsive to the
information at hand, and the user's requirements and constraints. This combination
and possible substitution of methods of analysis, and the integration of databases,
geographical information systems, and hypertext, allows to efficiently exploit
whatever information, data and expertise is available in a given problem situation.

The approach is based on a model of human problem-solving that recursively
refines and redefines a problem as more information becomes available or certain
alternatives are excluded at a screening level. Learning, i.e., adaptive response to the
problem situation and the information available, and the ability to modify function
and behaviour, as more information becomes available, is a characteristic of
intelligent systems.



3.4  Multi-Criteria Evaluation

To meet a specific objective, it is frequently the case that several criteria will need
to be evaluated. Such procedures are called Multi-Criteria Evaluations (MCE)
(Eastman et al.,, 1995). Two of the most common procedures for multi-criteria
evaluation are weighted linear combination and concordance-discordance analysis
(Carver, 1991). Weighted linear combination is very straightforward in a raster GIS.
Indeed, it is the derivation of the weights, within the context of the decision objective
that provides the major challenge. The weights are developed by providing a series of
PAIRWISE comparisons of the relative importance of factors to the suitability of
pixels for the activity being evaluated (Eastman, 1997). Figure 2 presents a
suitability map for industrial site planning and urban settlement in the Tunisian
coastal areas.
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Figure 2: Suitability map

In a Multi-Criteria Evaluation, an attempt is made to combine a set of criteria to
achieve a single composite basis for a decision according to a specific objective
(Eastman et al., 1995). During the last two decades, further support has emerged
for the view that a decision is a multidimensional concept (Nijkamp et al., 1990;
Paruccini, 1994). Decisions about the allocation of land typically involve the
evaluation of multiple criteria according to several often conflicting-objectives
(Eastman et al., 1995). Making-decisions about the allocation of land is one of the
most fundamental activities of resource development. With the development of GIS,
we now have the opportunity for a more explicitly reasoned process of land use
evaluation. However, despite the wide range of analytical tools these systems provide,
they are typically weak in the provision of' decision-support procedures (Honea et al.,
1991).



The advantage of MCE is that it provides a flexible way of dealing with
qualitative multi-dimensional environmental effects of decisions (Munda, 1995).
Even in the absence of monetary information, the point of departure of any multi-
criteria analysis is the generation of a discrete set of alternatives, the formulation of
a set of criteria, and the evaluation of an impact of each criterion for every
alternative. Janssen (1992) and Munda (1995) provide a comprehensive review of
multi-criteria decision-support for environmental management.

Although a variety of techniques exist for the development of weights, one of the
most promising would appear to be that of PAIRWISE comparisons, developed by
Saaty (1980), in the context of a decision-making process known as the Analytical
Hierarchy Process (AHP). In the PAIRWISE comparison method the decision-maker
is asked to select the most important of each possible pair effects (Janssen and Van
Herwijen, 1992). Subsequently, a comparison must be established in qualitative
terms to what extent one effect is more important than the other one (Saaty, 1980)
to express the differences of importance.

3.5  Multi-Objective Evaluation

While many decisions we make are prompted by a single objective, it also happens
that we need to make decisions that satisfy several objectives. A multi-objective
problem is encountered whenever we have two candidate sets (i.e., sets of entries)
that share members. These objectives may be complementary or conflicting in nature
(Carver, 1991:332).

a) Complementary Objectives

With complementary or non-conflicting objectives, land areas may satisfy more
than one objective, i.e., an individual can belong to more than one decision set.
Desirable areas will thus be those, which serve these objectives together in some
specified manner. For example, we might wish to allocate a certain amount of land
for combined recreation and wildlife preservation uses. Optimal areas would thus be
those that satisfy both of these objectives to the maximum degree possible.

b) Conflicting Objectives

With conflicting objectives, the objectives compete for the available land since it
can be used for one or the other, but not for both. For example, we may need to
resolve the problem of allocating land for timber harvesting and wildlife preservation.
Clearly the two cannot coexist. Exactly how they compete and on what basis one will
win out over the other will depend upon the nature of the decision rule that is
developed.

In case of complementary objectives, multi-objective decisions can often be solved
through a hierarchical extension of the multi-criteria evaluation process. For
example, we might assign a weight to each of the objectives and use these along with
the suitability maps developed for each to combine them into a single suitability map



indicating the degree to which areas meet all of the objectives considered (see Voogd,
1983). However, with conflicting objectives the procedure is more involved.

With conflicting objectives, it is sometimes possible to rank order to objectives
and reach a prioritised solution (Rosenthal, 1985). In these cases, the needs of higher
ranked objectives are satisfied before those of lower ranked objectives are dealt with.
However, this is often not possible, and the most common solution to conflicting
objectives is the development of a compromise solution. Undoubtedly, the most
commonly employed techniques for resolving conflicting objectives are those involving
optimisation of a choice function such as mathematical programming (Fiering, 1986)
or goal programming. In both techniques, the concern is to develop an allocation of
the land that maximises or minimises an objective function subject to a series of
constraints.

3.6  The User Interface

Analysis in GIS is based on the map paradigm; maps in inherently static objects,
and the basic level of analysis are (Boolean) map overlays. Complex relationships,
and dynamic processes, may require another layer of tools, namely simulation
models, to be integrated with a GIS.

The integration of GIS and environmental models can come in many forms. In the
simplest case, two separate systems, the GIS and the model, just exchange files: the
model obtains some of its input data from the GIS, and produces some of its output in
a format that allows import and further processing and display with the GIS. This
seems to be a rather common approach, since it requires little if any software
modifications. Only the file formats and the corresponding input and output routines,
usually of the model, have to be adapted. Depending on the implementation however,
a solution based on files shared between two separate applications, usually with a
different user interface, is cumbersome and possibly error prone if it invoives a
significant amount of manual tasks. Deeper integration provides a common interface
and transparent file or information sharing and transfer between the respective
components. One possible way is the use of higher level application language or
application generators increasingly common as built-in features of commercial GIS
packages as the basis of numerous integrated applications. Application generators
and modelling capabilities with commercial GIS also offer the possibility of tight
integration within the limits of the respective package options.

An alternative is to use an open GIS tool kit that uses a standardised interface,
such as GRASS. Modules of the overall GIS system (which really is a set of tools with
a standardised pipeline-type flexible coupling) can be included in modelling
applications. The X Windows system and a number of interface-building toolkits
make this a rather efficient integration strategy. Any integration at this level,
however, requires a sufficiently open GIS architecture, that provides the interface
and linkages necessary for tight coupling.
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Using such predefined tools and components, while efficient for fast prototyping,
can also be restrictive: investments in toolkits always carry the temptation to
reformulate problems in terms of the available tools rather than the other way round.
Another alternative is the use of do-it-yourself tool kits that provide both customised
GIS functionality as well as interface components for simulation models. A relatively
recent example of integration that draws together GIS, models, spreadsheet, and
expert systems in a programmable system is RAISON (Lam and Swayne, 1991).

For having an efficient user interface we need:

a An interactive, menu-driven user interface that guides the user with prompts
and explains messages through the application. No command language or
special format of interaction is necessary, the computer assists the user in its
proper use; help and explain functions can be based on hypertext and possibly
include multi-media methods to add video and audio technology to provide
tutorial and background information; in other words, they must be easy to use
even for the non-specialist.

a Dynamic colour graphics for the model output and a symbolic representation
of major problem components that allow easy and immediate understanding of
basic patterns and relationships. Rather than emphasising the numerical
results, symbolic representations and the visualisation of complex patterns
support an intuitive understanding of complex systems behavior; the goal is to
translate a model's state variables and outputs into the information
requirements of the decision-making process; the coupling to one or several
databasess, including geographical information systems, and distributed or
remote sources of information in local or wide area networks, that provide
necessary input information to the models and the user. The uset's choice or
definition of a specific scenario can be expressed in an aggregated and
symbolic, problem-oriented manner without concern for the technical details
of the computer implementation; data on chemical properties of the
substances of concern, used in pollution fate and transport models, are one
obvious example;

o Embedded Artificial Intelligence (Al) components, such as specific knowledge
bases allow user specifications in allowable ranges to be checked and
constrained, and ensure the consistency of an interactively defined scenario; as
a special case this could also include QSAR methods that can be implemented
in a combination of rule-based methods and algorithmic methods;

Interaction is a central feature of any effective man-machine system: a real-time
dialogue, including explanation, allows the user to define and explore a problem
incrementally in response to immediate answers from the system. Fast and powerful
systems with modern processor technology can offer the possibility to simulate
dynamic processes with animated output, and they can provide a high degree of
responsiveness that is essential to maintain a successful dialogue and direct control
over the software.

11



Visualisation provides the band-width necessary to communicate and understand
large amounts of highly structured information, and permits the development of an
intuitive understanding of processes and interdependencies, of spatial and temporal
patterns, and complex systems in general. Also, many of the problem components in a
real-world planning or management situation, such as risk or reliability, are rather
abstract: a graphical representation of such concepts makes them tangible objects
that can literally be manipulated and understood intuitively.

Intelligence requires software to be knowledgeable not only about its own
possibilities and constraints, but also about the application domain and about the
user, i.e., the context of its use. Defaults and predefined options in a menu system,
sensitivity to context and history of use, built-in estimation methods, learning, or
alternative ways of problem specification depending on the user can all be achieved
by the integration of expert systems technology in the user interface and in the system
itself.

Customisation is based on the direct involvement of the end-user, and the
consideration of institutional context and the specifics of the problem domain in
systems design and development. It is the users view of the problem and their
experience in many aspects of the management and decision-making process that the
system is designed to support. This then must be central to a system's implementation
to provide the basis for user acceptance and efficient use.
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Remote Sensing (Télédétection):

RS is the science (set of knowledge and
techniques) of acquiring information about the
earth’s surface and its environment without
actually being in direct contact with it.

This refers to a process of gathering data by
sensing and recording electromagnetic energy,
usually by aircraft and satellite sensors.

Examples range from aerial photography to
multi-spectral scanning and radar.

Télédétection

La télédétection est la détection d'un objet a
distance. Ce terme correspond plus
spécifiquement a une technique qui utilise les
ondes électromagnétiques (rayonnement) pour
obtenir des informations concernant la Terre et
I'atmosphere.

Le spectre électromagnétique comporte
plusieurs parties distinctes, dont le rayonnement
ultraviolet (UV), la lumiere visible, le
rayonnement infrarouge (IR) thermique, les
rayons X, les micro-ondes, etc...




The Electromagnetic Spectrum:

The electromagnetic spectrum ranges from
the shorter wavelengths (including gamma
and x-rays) to the longer wavelengths
(including microwaves and broadcast radio
waves)

Ultraviolet or UV portion of the spectrum has
the shortest wavelengths

The visible wavelengths cover a range from
approximately 0.4 to 0.7 ym

Violet: 0.4 - 0.446 pm
Blue: 0.446 - 0.500 ym
Green: 0.500 - 0.578 ym
Yellow: 0.578 - 0.592 ym
Orange: 0.592 - 0.620 p m
Red: 0.620-0.7 ym

. 7 o
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Characteristics of Electro Magnetic Radiation:

« Wave length * Frequency

— The wavelength is the - Frequency refers to the
length of one wave cycle, number of cycles of a
which can be measured wave passing a fixed
as the distance between point per unit of time
successive wave crests

— Wavelength is measured
in meters (m)

~ Frequency is normally
measured in hertz (Hz)




Interactions with the Atmosphere:

Particles and gases in
{::’g A %, g the atmosphere can
£ o affect the incoming light
\ / R . and radiation. These
' effects are caused by

the mechanisms of

: ,. v’ Scattering
.= v" Absorption

Radiation/ Target Interactions:

» Absorption (A)
(Absorption)

* Transmission (T)
(Transmission)

* Reflection (R)
(Reflexion)




Scattering (Dispersion): Rayleigh scattering

The particles are very
small compared to the

7 wavelength of the
\ . radiation
\ o * Blue light scatters
A3 » + Mie scattering

< ‘ The particles are just
about the same size as
the wavelength of the
radiation

* Dust, pollen, smoke

« water vapour

» Non selective scattering
The particles are much
larger than the
wavelength of the
radiation

« Water droplets and
+ large dust particles

Absorption (Absorption):

This phenomenon causes
\ R— molecules in the atmosphere

\ to absorb energy at various
fa,

wavelengths.

« OZone (UV absorber)
» Carbon dioxide (IR absorber)

» Water vapour (long wave
infrared and short wave
microwave radiation)




Reflection (Réflexion):

Specular reflection Diffuse reflection
(Réflexion Spéculaire) (Réflexion Diffuse)

Passive & Active Sensing:

» Passive sensors can only be used to detect energy
when the naturally occurring energy is available

» The Active sensor emits radiation which is directed
toward the target to be investigated and receive the
reflected energy




How we use Satellite Imaging?
(Comment utilisons-nous I'information obtenue?)

» The instruments on remote-sensing satellites
study earth's plant cover and surface water,
among many other features.

« People who work in farming, fishing, mining,
and many other activities find this information
very useful.

+ We can also use remote sensing satellites to
study changes in the earth's surface that are
caused by people.




Global Positioning System (GPS)
(Le systéme de positionnement global)

This satellite is part of a group of satellites that can tell you your exact
spatial coordinates (latitude, longitude and altitude).

The Global Positioning System (GPS) was developed for military
purposes, but now people everywhere can use these satellites to
determine geo-referenced control points.
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1 think 1 find my way!

Oh...Here we are. That's my

Links to GPS Sites on the WWW

There is plenty of additional information about the GPS on the WWW. In fact,
you may easily lose yourself among the many sites which cater to a broad
public at many different levels of complexity.

Before you start exploring on your own hand, you may like to have a fook at
the sites below. Most of them have very useful onward links:

Positioning System Overview by Peter H. Dana (Department of Geography,
University of Texas at Austin, USA) - Selected as the "Best GPS Site”, one of
GIS World's "Best of the Net" sites for 1996. Here you will find Map
Projection Overview, Geodetic Datum Overview, Coordinate Systems
Overvuew and Links to other related |nformat|on

il - Introduction to the
NAVSTAR and GLONASS Global Posmonmg Systems (GPS), Global
Navigation Satellite Systems (GNSS) and their uses.
gopher://Junbmvs1.csd.unb.ca:70/hPUB.CANSPACE.GPS.INTERNET.SERVIC
ES.HTML - Navstar GPS Internet Connections by Richard B. Langley

D WWW.navsys.com/aps.ntm - History of GPS - GPS Description- Links to
other GPS Web Sites

The "Red Books" about the Global
Positioning System: Papers Published in NAVIGATION



http://www.utexas.edu/depts/aralacraftlnotes/aps/aps.html-
http://aalaxv.einet.netleditors/iohn-beadles/introaps.htm
http://www.navsvs.com/aps.htm
http://www.ion.oralredbookstoc.html-

From remote sensing to image processing

Ground Control Ground information
Complex Satellite reception, processing
and distribution

m‘m complex

Reglonal information

Mission Control eception and processing

Center

Coverage width

Viewing vadth
Track

Mobile information
reception post

Characteristics of a remotely sensed image
(Caractéristiques d'une image):

+ A digital format by
subdividing an image
into small equal-sized
and shaped areas,

21| o called ‘picture elements’
19| e8|  OF ‘pixels’

o |25 » Pixel represents the
1628  brightness of each area
ngf2s5)  with a numeric value or
17|138)  digital number (DN)




Image interpretation and analysis:

Interpretation and analysis of remote sensing
imagery involves the identification and /or
measurement of various targets in an image in order
to extract useful information about them

» Manual interpretation

» Digital interpretation
» Manual interpretation is a subjective process,
meaning that the results will vary with different
interpreters
* Digital analysis is based on the manipulation of
digital numbers in a computer and is thus more
objective, generally resulting in more consistent
results

Elements of Visual Interpretation:

Recognizing targets is the
key to interpretation and
information extraction

*T one
*Shape

Siz e

*Patt ern

*T exture
*Shadow
sAssociation




Digital Image Processing (Traitement d'Image):

* Preprocessing (Prétraitement)

— Correct for sensor and platform-specific radiometric and
geometric distortions of data. The geometric correction is
performed by giving each pixel of the image the correct
place on the earth (geocoding).

* Image Enhancement (Perfectionnement d'iImage)

— Enhancements are used to make it easier for visual
interpretation and understanding of imagery

* Image Transformation (Transformation d'image)

— Basic image transformations apply simple arithmetic
operations to the image data

» Image Classification and Analysis (Classification et Analyse)

— To identify homogeneous groups of pixels which represent
various features or land cover classes of interest

1.  Satellite control ground station: programming &
remote control of the flight of the satellite

Processing of satellite data Satellite

Sensor (capteur)

2
3
A 4. Data receiving ground station
% 5. Data preprocessing
6
7
8

. Data distribution

. Data processing according to the user's needs

. Distribution of the final products (maps, GIS
applications,...) to the users (utilisateur)




Image Classification and Analysis
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Unsupervised classification

A computer-assisted
interpretation

Supervised classification

A computer-assisted
interpretation using more
information layers and
based on training sites for
identification and
verification of clusters

Unsupervised Classification

Unsupervised Classification is a technique for the computer-assisted
interpretation of remotely sensed imagery. The computer routine
does this by identifying typical patterns in the reflectance data. These
patterns are then identified by undertaking site visits to a few selected
examples to determine their interpretation. Because of the
mathematical technique used in this process, the patterns are usually

referred to as clusters.

Supervised Classification

Supervised Classification is a technique for the computer-assisted
interpretation of remotely sensed imagery. The operator trains the
computer to look for surface features with similar reflectance
characteristics to a set of examples of known interpretation within the
image. These areas are known as training sites.




Data Integration and Analysis:

Data integration fundamentally involves the
combining or merging of data from multiple sources
in an effort to extract better and/or more information.
This may include data that are:

—multi- temporal

—multi- resolution

—multi- sensor

—multi- data type in nature

Satellite missions
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GIS are computer based
systems capable of
assembling, storing,
manipulating and
displaying geographically
referenced information.

Les systémes d’information géographique

Les systémes d'information géographique (SIG)
permettent de gérer sous forme numérique des
couches d'information (rues, routes, trait de cote,

etc.).

Ces données peuvent ensuite étre analysées,
combinées et visualisées pour produire des
cartes.




Spatial data management and information extraction

Data sources
Generated input Maps

Input Output

GIS |————

Relating information from different sources

Data capture and integration

Projection, geo-referencing and registration
Data processing, modeling and presentation

How does GIS work?

*R elating information from different sources
*D ata capture

*D ata integration

*Pr ojection and registration

*D ata structures

*D ata modeling

*D ata presentation
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Map Projection

Projection refers to the representation of one
surface onto another.

In the mapping sciences it is understood to refer
to the representation of a spherical earth onto a
flat medium such as paper or a computer screen.

Since it is physically impossible to flatten a globe
without distortion, scale will vary across the
projection surface with consequent distortions in
distance, area, and angular relationships.

Geo-referencing

Geo-referencing refers to the location of an image or
vector file in space as defined by a known coordinate
referencing system.

With raster images, a common form of geo-referencing is
to indicate the reference system (e.g., latitude/longitude),
the reference units (e.g., degrees), and the coordinate
positions of the left, right, top and bottom edges of the
image.

The same is true of vector data files, although the left,
right, top and bottom edges now refer to what is
commonly called the bounding rectangle of the coverage
-- a rectangle which defines the limits of the study area.




Some examples of reference system

These include the geodetic coordinates LATLONG
(latitude/longitude) using the decimal degrees as unit of
measure, the UTM system (Universal Transverse
Mercator) and SPC (State Plane Coordinate) systems
based on the Lambert Conformal Conic and Transverse
Mercator projections.

The UTM grid referencing system is frequently used for
map projection. The unit of measure is meters or
kilometres (m or km). It is usually necessary to know the
UTM zone and datum used by the reference system.

What can GIS offer?

Information retrieval
Data input

Dada base construction
Data manipulation
Topological modeling
Overlay operation

Data analysis

Data output

Data exchange and Networks




GIS Applications (detailed):

*Agriculture & Soil (cropping pattern and soil occupation, biomass and
crop yield...)

*Archaeology (site prediction and identification, database management...)
*Biodiversity & Ecology (wildlife management, conservation and
planning...)

*Business & Economy (industrial site planning and tourism...)
*Environment (survey and monitoring...)

Forestry (harvesting and foliage cover monitoring...)

*Geology (geological mapping...) :

*Geomorphology (slope, fluvial and morphological analysis)

*Health (impact analysis...)

*Military (image resolutions...)

*Natural Hazards (earthquakes, floods, storms, drought, fire and
landslides...)

*Oceanography (sea-level change and marine pollution...)

*Urban Planning (urban agglomeration and cuitural resource
management...)

*Water Resources (ground water assessment, water quality, watershed
management, surface water management and water poliution)

«Utility (telecommunications, power, transport...)




Further environmental applications of GIS:

» Monitoring of areas that are sustained by the industrial activities; risk
assessment and pollution control;

+ industrial site planning and land allocation;

+ Evaluation of the expansion of different industrial zones, their spatial
distribution, their number, their infrastructure, their additional activities,
etc;

+ Definition of the homogenous areas to which specific concessions
are assigned like degraded industrial areas;

« Evaluation of different degraded industrial areas and comparative
analysis of industrial sites in alternative environments;

* Planning based on complete database of industrial plants
(concentration and distribution, labor density and specialization) for
each industrial zone and area at regional and national levels.

Significant images... Worldwide
...Chosen from the SPOT, Eurimage and IKONOS satellite images




Earthquake in Turkey

1zmit, Turkey on July 9, 1999

Izmit, Turkey on August 20, 1999
(smoke from oil refinery fire creates
haze visible in this image)

Mozambique Floods

November 15, 1998 - Although the rainy season of
Mozambique begins November 1, the bed of the
Limpopo River is clearly visible as it snakes
diagonally across the northern image (142, 399).

March 4, 2000 - After torrential rains in late
February and early March, the Limpopo River
has greatly overrun its banks and engulfed the
lakes to the northeast. The river has also
merged with the lake to the south.




Etna explosion, Italy

On this image acquired on July 19th, 2001
by SPOT 4, old lava flows can be seen in
dark shades while the most recent lava
flows stand out in red {image processing
using the SWIR band).

SPOT Satellite image acquired on July 23rd, 2001.
Sicily’s Mount Etna continued to spew lava and
ash, forcing the international airport in Catania to
shut.

Olympic Games 2000, Sydney from space

An image of Sydney captured on November 8,
1994 illustrates bare ground and undeveloped
tand surrounding the location for the Olympic
Village and the Sydney Showground &
Exhibition Center.

S
Syfnes Shisgraund 443
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Six years later, on July 25, 2000, Sydney has
added a number of venues for the 2000
Olympic Games. A waterway has been
expanded and a bridge built between the
Olympic Village and the athletic stadiums.




Map making and

cartography \ /

Spatial Decision Support Systems (SDSS)

Spatial data management

Management of different sources
of geographically referenced
data

Multi-Criteria Analysis (MCA)

Site planning and industrial siting

Site selection and Land allocation

Emergency response planning

Simulating environmental effects
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Decision Support Systems (DSS)
(systémes interactifs d'aide a la décision)

» A decision is a choice between alternatives.

* The alternatives may represent different courses of
action or different hypotheses.

» Rational human behaviour involves the evaluation
of choice alternatives based on some criteria.

* A criterion is some basis for a decision that can be
measured and evaluated.

Criteria can be of two kinds:

» Factors that enhance or detract from the suitability
of specific alternative for the activity under
consideration

» Constraints which serve to limit the alternatives
under consideration




What is DSS?

Definitions of decision support systems range
from:

“Interactive computer based systems that decision
makers utilize data and models to solve unstructured
problems” (Gorry & Morton, 1971)

to

“Any system that makes some contribution to decision
making” (Sprague & Watson, 1986)

‘The decision support field is the development of
approaches for applying information systems
technology to increase the effectiveness of decision
makers in situations where the computer can support
and enhance human judgment in the performance of
tasks that have elements which cannot be specified in

advance’




Multi-Criteria Evaluation:

» To meet a specific objective, it is frequently the case
that several criteria will need to be evaluated. Such
procedure is called Multi-Criteria Evaluation (MCE)

* In a MCE, an attempt is made to combine a set of
criteria to achieve a single composite basis for a
decision according to a specific objective

» The advantage of MCE is that it provides a flexible
way of dealing with qualitative multi-dimensional
environmental effects of decisions

Decision Support Systems (DSS) has six characteristics:

* Explicit design to solve problems;
» powerful and easy-to-handle user interface;
» ability to flexibly combine analytical models with data;

« ability to explore the space analysis solution by
building alternatives;

» capability of supporting a variety of decision-making
styles; and

« allowing interactive and recursive problem-solving




The distinguishing capabilities and functions of Spatial
Decision Support Systems (SDSS) are to:

» provide mechanisms for the input of spatial data ;

« allow representation of the spatial relations and
structures ;

« include the analytical techniques of spatial and
geographical analysis ; and

* provide output in a variety of spatial forms, including
maps

Example: Multi-Criteria Evaluation for industrial siting

* Decisions about the siting of industries on
certain land areas typically involve the
application of Multi-Criteria Algorithm based
on logical PAIRWISE comparison.

* With the advent of GIS, we now have the
opportunity to apply decision-making
processes, in more enhanced and integrated
context




Mise en place d'un systéme d'information
géographique (SIG)

Objectif

L'objectif est de donner aux ingénieurs, techniciens et cadres en
charge, les bases nécessaires a:

- la saisie des données localisées ou géographiques (scannerisation,
digitalisation, GPS...) ;

- la structuration de I'information (modéle et équation) ;

- la mise en ceuvre des applications informatiques de gestion de
l'information géographique;

- le traitement des données (requétes, analyse, traitement d'image...) ;
- I'édition des données (cartes, tableaux...)

Procédure

La mise en ceuvre d'un systeme d'information géographique ne saurait
se limiter au simple apprentissage de {'outil logiciel qui n‘en constitue
que l'interface d'accés et de manipulation des données. Il faut replacer
le sujet dans une vision globale du systéme d'information alliant la
représentation cartographique a une véritable banque de données.

GIS Application for utility information Management
GIS are powerful tools for the integration, maintenance, modelling
and data management of utility information. GIS are used:

 to support the vertically integrated utilities (electric, gas, water
and telecommunications networks);

* to view, design, map, manage and maintain spatial data in a
multi-utility context.

GIS can be applied to share
common data models and

user interfaces to create an
integrated solution across GIS | et
utilities.

Etectric

Utility information




Telecommunication GIS & Information data management

* Land Base Created from Geographically Correct Sources
» GPS tracking compatible Land Base
* Land Base Built on the Applicable Coordinate System

» Data Management and marketing Information Interface
Utilizing Network Schematics and Base Maps

Example: GIS and database of wireless locations

Database contents: Site Name, Latitude/ Longitude location
(decimal degrees), AGL (Above Ground Level) Height, AMSL
(Above Mean Sea Level) Height, Ground Elevation, Site ID,
Owner/Manager Name, Leasing Agent Telephone, Type of
Structure, Street Address, etc.

GIS and Mapping for Mobile Systems

GIS technology and GPS functionality may play an important
role for:

» mobile mapping and field data collection;
» data accuracy and real time information;
» immediate data availability and validation;

+ data access via Wireless Technology (to download

images or map layers via wireless technology using a TCP/IP
connection, such as a wireless LAN, cellular phone, or a
wireless modem).




Coastal Zone Management (CZM)

Coastal zone management is
the management of coastal
resources.

Resources are common to
other areas (residential
settlement, agriculture, forestry,
military base, tourism and
recreation, quarrying, dumping
and waste disposal, etc.)

Resources are also specific to coastal area (fishing,
navigation, port and harbor, desalination and salt
production, etc.)

Environmental Planning and Coastal Zone Management

“Planning and management are based on a generic problem-
solving process”.

It involves various forms of analysis including simulation and
modeling.

Based on these concepts, some requirements are necessary for
environmental management:

O human & environmental safety

Q efficient use of resources &waste management
QO addressing societal expectations & concerns
U regulatory compliance

U respect towards habitats, biota and physical
environment on which ecosystems depend




The coast and human society

“the real conflict of the
beach is not between sea
and shore but between
man and nature”. Bartlett

Coastal zone is of extreme %
significance to human affairs. [
Management of coastal zones should {

be based on the ecosystem E
approach, which considers the
physical, chemical and biological
interaction among various
components of the system in relation
to anthropogenic exploitation.

Integrated Coastal Zone Management
(ICZM) deals with the management of the
coastal zone as a whole in relation to local,
regional, national and international goals.

Given the complexities of coastal systems
and the multi-disciplinarity required for
sound ICZM, integration of technologies
including Remote Sensing, GIS and DSS is
especially useful for optimal coastal
management solutions.
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ABSTRACT

The Tunisian coastal area, as for many other coasted countries of the
Mediterranean Basin, is subject to an increasing pressure from a wide variety
of activities such as recreational and tourism projects, industrial development
and urban settlement.

Environmental managers are faced with the challenge of balancing this
pressure using an integrated coastal area management (ICAM) approach.

An integrated system adopts the integration of information technologies to
incorporate data from a variety of sources and should be built on: the
collection and the analysis of socio-economic and climatic data, the use of
remote sensing data, the development of models and the use of advanced
techniques and tools.

The present research will focus on the importance of those tools including
geographic information systems (GIS), remote sensing (RS) and decision-
support systems (DSS) and will illustrate the many advantages of spatial
decision support systems (SDSS) through the application of Multi-Criteria
Evaluation (MCE). From conventional approaches to urban mapping and
industrial siting taking in considerations the indicator value of the vegetation for
monitoring and analysis.




This will be addressed to the indicator value of different vegetation indices
such as: the standard normalized difference vegetation index (NDVI), the
soil adjusted vegetation index (SAVI) and the green vegetation index (GVI)
and will evaluate the impacts of anthropogenic activities on the landscape.

Subsequent resource mapping will be realized through the application of
Landsat TM and other remotely sensed imagery (NOAA/AVHRR for NDVI
values and RADAR/SAR using ERS1-2 for digital elevation model (DEM
extraction and land use mapping) followed by field trip survey and
statistical data gathering and analysis.

The potential use of G!S technology to contribute as a decision-support
methodology and the many applications of remote sensing techniques for
vegetation monitoring, represent the two converging streams of this
research.
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Selection Criteria

It is a Mediterranean
Coastal Area

The Area encompasses
multiple patterns of
vegetation bio-diversity

Artificial crops (orange groves,;
vineyards, olive orchards, etc.)
Wild vegetation (grasses, -
shrubs and forest) spread
throughout different ecological€
sites (mountains, marshes and '::9;;
salty lakes). 3

A continuous and
S , _ frequently spontaneous
Weoe ue o ~ .| Urban settlement

A large set of Industrial
activities
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NDVI Data Extraction And Analysis

Access to land processes data, including satellite and aircraft acquired data stored in the
Earth Resources Observation Systems (EROS), plays an important role to promote the
interdisciplinary study and understanding of the integrated Earth system (USGS, 1998).
Since 1983, Advanced Very High Resolution Radiometer (AVHRR) of the National
Oceanic and Atmospheric Administration (NOAA) satellites has given a continuous
spatial cover on regular time scale of the photosynthetic potential activity. This can be
expressed by vegetation indices such as the Normalized Difference Vegetation Index
(NDVI) (Richard et al., 1998).

The NDVI, referred to the greenness index, is used as a measure of vegetation health and
density. A healthy vegetated area will have a high NDVI value, while a sparsely vegetated
or unhealthy area will have a lower value. The values of NDVI will range from -1 (the lowest
possible value indicating areas void of vegetation, ice, water, barren ground etc.), through
+1 (the highest value indicating highly vegetated, healthy environment). In the real
world, useful values fall between 0 and +1. The NDVI values are often rearranged from 0 to
255 in order to make use of the full 8-bit nature of the graphics.

The NDVI is derived from the reflected solar radiation in the near-infrared (NIR) and red
(RED) wavelength bands via the algorithm:

NDVI=(NIR-R)/((NIR+R), Example NDVI=(band4-band3)/(band4+band3) for Landsat TM

The NDVI is a nonlinear function which is undefined when RED and NIR are zero. The
NDVI values vary with absorption of red light by plant chiorophyll and the reflection of
infrared radiation by water-filled leaf cells.
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METHODOLOGY

By FTP access to global 1-km AVHRR 10-day composite data, the NDVI data was extracted
hipledcwww.cr.usas.qov/1IKm/comp10d.him]

from the following Intemet site:

Only data from 1992 to 1996 are available in this public domain.

Map :1

1: ARIANA
2:SI01 THABET

4: TEBOURBA
S: MANNDUBA

BERONC00

7: MORANAGUIA

3 KAALAT ANDALOU

6: CITE ETTADHAME

emss Iransect1
——  Transect 2

—— Transectd



http://edcwww.cr.usQs.Qov/1Km/comp10d.html

NDVI change and Time
Series Analysis

Time series analysis
concems the examination
of <change over a
sequence of ten-days
images obtained for the 3
decades of May for 1992,
19983, 1995 and 1996
(data for 1994 was not
available).

To measure the global
changes over profiles of
time, the  vegetation
dynamics of the whole
study area, by each
province (délégation) and
by main residential sites
was measured taking the
normalized difference
vegetation index (NDWVI)
as the numerical indicator.
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INTERPRETATION

As mentioned earlier, NDVI is a measure of the greenness or vegetation heatth.
High values indicate presence of healthy vegetation while lower values indicate less
vegetation or stressed vegetation. The graphs clearly indicate the vegetation
change over time characterized by a global decline of NDVI for the whole area and

by each province.

There are some justifications to the change of the NDVI values corresponding
reasonably well with the season and the rainfall peripd but also the man effect is a
crucial factor affecting the NDVI dynamics. For instance, Ariana and Mannouba
represented the lowest NDVI average values (this can be explained by their
proximity to the capital), while Tebourba and Sidi Thabet are covered by more
green areas thanks to the dominant agriculture vocation.




NDVI sensitivity to rainfall, urbanization, industrialization and elevation

Using the “Idrisi” module “Analysis/ Statistics/ Regress”, some simple linear regression models
between the NDVI average as a dependent variable and the rainfall, the industrial growth ratio,
the urban growth ratio and the altitude as independent variables were carried out successively.
To enhance their statistical relationship, some mathematical transformations of the variables
were done.

' The spatial dis}ribution of the
o004 vegetation cover is strongly related

596 04% to severe climatic conditions

515 M (Saugier, 1996). As a vegetation
indicator, the NODVI can be

oy considered as a climatic recorder,

R = and mainly a rainfall recorder. In
e 0 fact, it has been shown that NDVI

was highly sensitive to an extended
rainfall anomaly, like the 1984
Ethiopian  drought  (Henricksen,
13 1986).

/ The evolution of the amount of
38 rainfall is followed by an increase of
NDVI and this is explained by a
d positive correlation between the two
2 T " - T variables (positive slope and a high

LA L T L R correlation expressed by a relatively
Fanial high coefficient (96.04 %).
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Correlation NDVI/ Urban growth ratio

The expansion of urban settiement is followed by a decrease of NDVI and this is
explained by a higher negative correlation between the two variables (negative
slope —0.021935 and relatively high coefficient of determination r2 =55.61 %).
According to statistical table forms, the model is significant at 1% level.

Correlation NDVV Industrial growth ratio

The industrial development is followed by a decline of NDVI and this is explained
by a higher negative correlation between the two variables (negative slope —
0.02195 and relatively high coefficient of determination r2 =55.98 %). The model is
significant at 1% level.

Correlation NDVI/ DEM

For both dates, there is a positive correlation between the altitude and the NDVI
explained by a moderate coefficient of determination (70.08 % in May-92 and 71.76
% in May-96). An increase of elevation is followed by an increase of NDVI.
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Figure Graphical evolution of the state of the environment presented by a principal component analysis scatter

of vegetation index(NDVD), urbarization sottlement and industrialization development.

Muitiple linear regression

Using the “Idrisi” module “Analysis/ Statistics/ MULTIREG", some multiple linear regression
models between the NDVI average as a dependent variable and the yearly industrial growth
ratio, the yearly urban growth ratio, the altitude and the amount of rainfall as independent
variables were carried out.

Interpretation

The NDVI is positively correlated with rainfall and DEM and negatively correlated with the yearly
urban growth ratio and the industrial growth ratio.

According to F values (F Statistical at 5% = 2.84, F Calculated = 40.881172 and F Statistical
<<< F Calculated ), the multiple regression’s model is significant at 5%.

Concerning the partial correlation and according to t values: t at 5% confidence level =1.684, the
NDVI is significantly negatively correlated with the urban growth ratio since —3.397961 belongs
to the interval]-=, -1.684] and significantly correlated with the industrial growth ratio since —
3.371853 belongs to the interval]-=, -1.684), significantly positively correlated with the altitude
since 3.827727 belongs to [1.684, +«[.

The analysis of the state of vegetation through the Normalized Difference Vegetation Index
correlation with the industrial growth, the urban growth, the altitude and the quantity of rain,
shows that the vegetation is more affected negatively by the human factors (urban and
industrial development) than the natural parameters (rainfall and DEM).

While the changes in the vegetation are noticeable in time and over space, there is a gap of
information obtained from the NOAA images of 1km resolution. A more detailed analysis
involving LANDSAT images of 30 m resolution acquired for Sep-89, Sep-93 and Sep-97
would give a more meaningful representation of the actual vegetation patterns in this region of
Tunisia,
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Multi-criteria evaluation for industrial siting

Concept

Decisions about the siting of industries typically involve the application of Multi-Criteria
algorithm based on logical PAIRWISE comparison. GIS offers the opportunity to apply
decision-making processes in a more enhanced and integrated context.

Aim
To design suitability map of industrial sensitivity of the coastal zone of the study area.
Methodology

Investigation of interactive effects by contributing factors and constraints that may enhance or
decrease industrial susceptibility. Factors contributing to the change of industrial susceptibility
include:

v'Proximity to main industrial zones

v Proximity to main residential sites

v Proximity to main roads

v Proximity to water (sea, takes and rivers)

v Proximity to protected forest & national parks
¥ Proximity to bares lands

The output will consist of a number of categories, each reflecting its susceptibility to the
installation of new industries.

Weighted Linear Combination (WLC) is the most often used technique in
multi-criteria decision making.

Criteria here may include weighted factors and constraints.

Calculating the product of weight and factor multiplied with all constraints
at any location, and then summing up all products yields a total overall
score.

The score for each alternative A is:

A=3wixi or A=3Ywixi []¢j ifa constraintis part of the decision
Where:

xi = criterion score of factor I;

wi = weight of factor |;

And ¢j = criterion score of constraint j.
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ONEENEEREREREEENN

Extramely prone Moderstly prons Weskly prone

Proximity to
existing
industrial
zones

%0 GRASS 5.0.0prez -

Standardized factor

User defined Fuzzy set membership function for the

standardization of industry factor

> 08 / \

04 1 , \

i E——

L e A B e LR B B n ¢

Tyt by

1t 2 3456 7 8 91011121314151617 1818

X

X Y
1 [}
2 1
3 0.87
1 .75
5 0.62
[ 0.5
7 0.37
8 0.25
e 0.12
10 0
11 0
7? [}
3 0
“ 0
15 0
16 [}
17 L]
8 0
19 0




User defined Fuzzy membership function for the
standardization of utban factor
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User defined Fuzzy set membership function for
the standardization of roads factor
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User defined Fuzzy set membership function for the
standardization of forest factor
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Interpretation

The suitability map resulting from a Multi-Criteria Evaluation shows
different classes for which the degree of susceptibility to accept new
industrial plants vary from extremely prone areas to weakly prone.

The strongly prone areas are concentrated around the main existing
industrial sites (“Echarguia”, “Ariana”, “Ettadhamen” and
“Mannouba”) and in the sub-urban (rural-urban interface) areas of
the main cities. :

This put in evidence the proximity to main roads and its good
connection with the market (access to transportation is an important
consideration) and also its natural location (coast, rivers, lakes,

slope, forest, etc...) which can represent an environmental limitation.




Conclusion

GIS has the capacity to integrate information form a
variety of sources into a spatial context in particular
from remotely sensed (RS) data.

GIS is well suited to support decision making
procedures and can act as a tool in helping the
decision-makers in evaluating certain alternatives.

In the end, it is the decision maker, who determines
the criteria, the factors, the constraints, the individual
weighting and the decision rules.

¥ .rothetampet @

...But also who takes decision.

Thanks for Your Attention
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Practical Exercises on Image Processing and Multi-Criteria
Evaluation (MCE) Using IDRISI Software Package
by M. Ghribi
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1. Getting started with IDRISI

IDRISI for Windows consists of a main interface program (with a menu and toolbar
system) and a collection of over 150 program modules that provide facilities for the input,
display and analysis of geographical and remotely sensed data. These data are
described in the form of map layers.

1.1. Start IDRISI
From the Desktop double-click on the IDRISI GIS Software Version 32, release2,

shortcut to start the program. After the start up process, you should establish a working
directory. From the menu bar choose File, and then Data Paths.

H [stablish the Warking and Resource Folders associated with o Pro jert

Metadata
Collection Edtor

Run Macro
Shortcut On
User Preferences

Import 4
Export 4

1drisi File Conversion {(16/32)

Exit

The Operating Environment dialogue box will appear. Directories are shown on the right.
Move to the c:\ics\data directory by double-clicking each folder successively.

P bipseamien,

Project file name : ¢:\idrisi32\projects\default. env

Main working foldes :
,‘c‘\icx\dda\
Resource folders . {drisi32
- Select a folder :
+ Remove

= 4‘0 I.ocdDisk(C ) ~




To explore the exiting data, go to File/ Idrisi file explorer

Data Paths p
Metadata 1
CoBection Edtor
Run Macro H - Flegpe——-- s
@ Rastec it v 1]
. Raster i+ K
Shoes O & Veckos (vl + vik)
User Preferences ¢ Values (oM ¢ adc)
- 0 Database [mdb « adc)
Imoort * H 7 Raster group filo (s9f)

Expcet

1drisi Fée Corvversion (16f32) )

4 € Voot bk fle (vbg
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¢ Pabette (smp)
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 Hyperpectal grou (hef)
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& Macio SubModels (ims)
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Rename ! 0D Copy seloted dems J B8 Disploy Layer ; memg
R Delete i T Move selected dems ] View Binaey ] Vmsmn%

To open an existing project, choose a raster file name from the list, for example
utm93landcover and then click Display Layer or click on Display in the menu bar and
choose DISPLAY Launcher.

. File type to be displayed -~~~ -~ -
; ¢ Raster Layer

{" Vector Layer

: " Map Composition File

Palette file -
~
Rualitative

Grey Scale
! " Bipolar

F.Rm%landcovet

[T Autoscale

v Tile

Cancel

¥V Legend

|

& User-defined :

Color Composite (8 bit)

op | | emandoove

OSSR,

Quantitative {Standard IDRISI Palette)

" NDVI {Green Vegetation Index Palette)

1.2. Open an existing raster file and overly vector files

In the Display Map Composition Launcher dialogue box, double-click on the input image
filte box and choose utm93landcover. Select the palette file utmlandcover and click the
map components boxes to add the Title, Legend, Logo, etc. To display the raster map
layer click OK in the icon field.



(o i vt it

- Composer

Once the raster map layer is displayed, go to the Composer dialogue box and press Add
Layer icon to add vector map layers. Double-click on the input filte window and choose
utm93roads with uniwhite as symbol file, the utm93cities with utm93cities as symbol
file and utm93citiestext with utm93text as symbol file. This will provide respectively: the
main roads, the main cities and the names.

To add other components of your map, click on Add Layer in the Composer dialogue box
and choose some components: scale bar,n orth arrow, etc.

To Save composition, in the composer go to Save composition then save composition
as MAP File and give a file name to your final map composition for example
utm93mapcomposition.

Save Campnsitinn

¢ Output Options -
& Save rampnsitinn tn MAP file

" Save to Windows bitmap {BMP)

| ¢ Save to Windows metafile (WMF)

" Save o Windowe enhanced metafie (EMF) i
¢ Copy to Clipboard X
: € Save curent view of highlighted raster layer as a new IDRISI image |

Output file name [dm%mapvwwsiliw‘ _l

OK | Cancel Hep |




.W.
:
:
1
:

i 8
=3
<
L¥]
=
=3
8
o
=N

| B

\ 3




2. Markovian Transition Estimator, cellular automata and Markov change land
cover prediction

Since we have 3 sets of data (3 Landsat TM satellite images of the same period for
1989, 1993 and 1997), we will use the Markovian Transition Estimator to compare the
first 2 land cover images of 89 and 93 (4 years time period) and we will project the
results for 1997. And since we have already the 97 land cover, we will be comparing the
predicted and the classified land cover images.

Go to GIS Analysis/Change-Time Series/Markov

First {eartier) land coves image: [.rmmmvm
Second (later) land cover image: {tmS3landcover
Prefix for output conditional probability snages: {umma«kov

Number of time periods between the first and second land cover mages:
Numbes of time petiods to project forward from the second image:

. Badkyivurnd vell ution

@ Bssign 0

a
i
i * Assign equal probabifities
i
{

" Assign relative frequency

Proportional efror:

Cancel l

The MARKOV module analyzes a pair of land cover images utm8Slandcover and
utm93landcover. The output is a transition probability matrix, a transition areas matrix,
and a set of conditional probability images (having utmmarkov as prefix).

The transition probability matrix is a text file that records the probability that each land
cover category will change to every other category.

C:\DATAVutmMarkoviransition__probabilities.txt
Help

Probability of changing to :

P& sissrcnions

§ Eile Edit Tools

JGiven :

Cl. Cl. Cl. 3 C1. 4

2

1

g 1 : 0.9999 0.0000 O. 0. 0. 0.
§Class 2 : 0.0696 0.3546 0.0130 0.3207 0.1648 0.0772
§Class 3 : 0.0124 0.405) 0.4764 0.03520 0.0255 0.025¢

Class 4 : 0.0159 0.1727 0.0051 0.3717 0.2993 0.1353
§Class 5 : 0.0111 0.2222 0.0078 0.2638 0.4518 0.0432
i 6 : 0.0147 0.1691 O. 0. 0. 0.




The transition areas matrix is a text file that records the number of pixels that are
expected to change from each land cover type to each other land cover type over the
specified number of time units.

D arko A 0 s z;, :

Fie Edt  Tools Hep

Cells in Expected to transu:on to :
Cl.1 CL. 2 Cl. 3 Cl. 4 Cl.S Cl. 6

§Class 1 98984 4 0 1 3 1
Class 2 15969 81312 2974 73551 37802 17706
Class 3 287 8643 10158 1146 544 547
Class 4 4670 50733 1604 109170 87911 39742
Class § 2934 58578 2068 69570 119138 11387
Class 6 1046 12027 1018 39598 11493 5957

4.

In both of these files, the rows represent the older land cover (1989) categories and the
columns represent the newer categories (1993).

CA_MARKOV

CA_MARKOV is a combined cellular automata / Markov change land cover prediction
procedure that adds an element of spatial contiguity as well as knowledge of the likely
spatial distribution of transitions to Markov change analysis. For our case we will predict
the change for 4 years period. The basic land cover image is utm93landcover, the
Markov transition areas file is utmmarkovtransition_areas and a transition suitability
image collection utmmarkovsuitabilities_group. The cellular Automata filter is the
standard 5x5 contiguity filter. The output is a projected land cover image of 1997
(utm97landcover_markov).

Go to GIS Analysis/Change-Time Series/CA_MARKOV

e it o i At A 2y 2 e et P B G

57 fwm wm@‘mmxmw !lg}] @@

B

& @_max B Celluik

Basis land covet image: lutm33landcovet ___J
Matkov transition areas file: jutmmarkovtiansition_areas
Transition suitability image collection: m __l
Qutput land coves proiection: [utm37landcover_markov
Number of Ceflular Automata iterations: r

‘ Cefiuiar Automata fier type: @ Stendad 5 xS contiguity fier

™ User-defined filer

Dutpud documentation ... |

é (oK ]  Concel | Hep |




Oltest

1993 andcovet
139S7andcover
83¢106293
RYrensed/

s x Bt T
Standcover

c:\data\utmmark ovsuitabilities_oroup. gt

Insert before » l
Ingert Alter » I
¢ Nemove ,

Colection members :

wm33bamren sutabibty
umI3wetlands sukabiiity
utm33rangciands sutobiity
mMiagnedh ge s tahdity
Wind3uest yuit alilty




3. Multi-criteria evaluation for urban settiement

3.1. Description of the study area

Human settlements in the Mediterranean basin have existed since ancient times and
have had a profound impact on the flora and fauna of the region. Consequently the
Mediterranean system offers a very interesting field for investigations on human impact.
The area has been selected for study because it is typical of the Mediterranean
environment, since is located on the coast of the Gulf of Tunis in the north- eastern

Tunisia.

g

La Gl STUDY ARER

v
|
i
{

Kerad of
.. Cap Crein,
Y Bon Secity ;
Ty " Pantedleria
/: l"s:) (n“n'
{i/j '
/
Nabeu!
Gotfe oy
Hamragmet o s B

3.1. Purpose

In the present exercise, we will try to design a suitability map depicting the sensitivity of
the coastal areas of the study area to the expansion of urban settlement. It consists of
landscape evaluation for urban planning and includes a GIS technology developed for
the IDRISI geographic information system software.

3.2. Procedural steps

A GIS-based methodology is integrated by using Weight IDRISI module. The concept
consists of inserting interactive effects of several contributing factors and constraints that
may contribute in enhancing or decreasing the susceptibility.

C:\DATA\utm93urban painvise. pcf
e Edt Todks Hep

7

uta93slopedisfuzzy
utn33forestdisfuzzy
utn93vaterdisfuzzy
utn93barrendisfuzzy
utn93lindustrydisfizzy
utn93roadsdisfuzzy
utn93urbandisfuzzy

i
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The factors are raster images containing the target features from which distance is
measured thanks to Distance IDRISI module. The constraint, on the other hand, is to
exclude certain areas from consideration, such as water and reserved lands (urban and
roads).

Go to GIS Analysis/Distance Operators/Distance to create distance files to all
selected factors that contribute to the final suitability map.

Table: Factors contributing to the ch ange of urbaniz ation susceptibility

Factors | File name Description
1 Utm93urbandisfuzzy Proximity to main urbanized areas
2 Utm93industrydisfuzzy | Proximity to main industrialized sites
3 Utm93roadsdisfuzzy Proximity to main roads
4 Utm93waterdisfuzzy Proximity to water (sea, lakes and rivers)
5 Utm93forestdisfuzzy Proximity to protected forests and national parks
6 Utm93barrendisfuzzy | Proximity to bares soils
7 utm93slopedisfuzzy Proximity to hills and high slope

To standardize factors, we will use a fuzzy set membership for each category. Go to GIS
Analysis/Decision Support/Fuzzy

45 FUZZY - Fuzay Set membership function

| & Sigmoidal © Lineas |

€ Jshaped " Uses defined ... fl
trput fie [amS3ubands ]
Output fle : jum33ubandistuzzy _!
Output data format : [Byte (0- 255 range ) ]

,»Mem'shb chh'm Sham s e - wae e . i

" Monatonically increasing ¢~ Monotonically decreasing /¢ Symmetric '

" Control point a: f] 0

- Control point b : {100

. Contro! point ¢ : g w00

- Control point d : sooo
Title : '2|

[ ok ] cance Hep |

S5 VEIGHT - KHP veeight derivation

: - -~ Pawise Compaizon § Paint Continuous Rating Scale
R s e i Y [ :
| | eiemely  veyshongly  stongly modeatel)  equaly modeatel  hongly  veryshongly  exttemed
: Lexs tmporlant More Importamt
: Pairviize comparison fie to b saved : mm?.‘wt»m Baceazs) ___J Cakculate weights |
énBdopedsh]umBtorestdat] umIwaterdc unTaonds utmBndustiyd|umToadsdt A
utm33slopedists
W3 disi{1/3 ]
umSImaterdsf] 172 3 1
um33baendis} 3 s 3 1
umSIndustiydfs 7 5 3 )
um33oadsdksiy 5 ? 3 2 2 1 -
« >
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The weights are developed by providing a series of PAIRWISE comparisons of the
relative importance of factors to the suitability of pixels for the objective being evaluated.
Ratings are provided on a continuous nine-point scale from extremely less important to
extremely more important.

Select GIS Analysis/Decision Support/MCE.

MCE is a decision support tool for Multi-criteria evaluation. A decision is a choice
between alternatives (such as alternative actions, land allocations, etc.). In a MCE, an
attempt is made to combine a set of criteria to achieve a single composite basis for a
decision according to a specific objective.

MCE p'me tobeused; ~ - < e Facict:: . © e i st s ;
€ Boclean intersection  Oidered weighted overage  {Facton fiename [Factor weight T~ Number offactors !
o w@ed ﬁ\?d combmnation i\ln&:bpect:nzzy 00536 7 i ;
Constiaints : | umIorestdishuzzy 00373 = !
o o— l Mumbes of constrants :mm@w&e!dsluzy 00360 ‘
umQwatedl 3 umSibanendistuzzy 01204

unS3ubsnd) - | umSOndushydshuzey 0.203

T R e 02109 - Remove fie .. |

unddoad: ! oL Remove e

Output image : wnﬂlubonmiab&l; Retrieve paamelers E Save parameters I ;
The: | [k ] cace | Hep |

The result is a set of factor weights used by a weighted-linear combination in the muilti-
criteria evaluation.

3.4. Suitability map and Interpretation

utm%3urban suitobility
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The suitability map produced from a multi-criteria evaluation shows different degrees of

susceptibility to new industrial plants. As shown in figure 2.8, the extremely prone areas

are concentrated around the main existing industrial sites (Echarguia, Ariana,

Ettadhamen, Mannouba, Mateur, Menzel Bourguiba and Bizerte), in the urbanized areas

and along the coast. Highly prone areas to industrial development are characterized by:

« Proximity to an existing industrial zone in which there is a high probability that
infrastructure and organized industrial system exist;

» Proximity to residential and commercial sites fulfilling the requirement for social
activities. The availability of high number of workers will satisfy labour requirements
for industrial activities;

»  Proximity to main roads and connection with markets;

« Natural allocation (coast, rivers, lakes, slope, etc.), which can represent an
environmental constraint,
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ICS GIS lab software packages

GRASS (GIS) Geographic Resources Analysis Support System, is a public domain (free) Geographic
Information System used for data management, image processing, spatial modeling , etc.

MultiSpec, is a processing system for interactively analyzing Earth observational multi-spectral image data
such as that produced by the Landsat series of Earth satellites and data from current and future airborne and
space borne systems such as AVIRIS (free).

IDRISI (GIS) is a pc-based, (mostly) raster GIS from Clark labs. It couples the extensive analytical
capabilities of the GIS and image Processing System with a highly interactive graphical user interface. It
provides raster analytical functionality covering the full spectrum of GIS and Remote Sensing needs from
database query, to spatial modeling, to image enhancement and classification.

ArcGIS (GIS) ESRI products containing ArcView and Arclnfo. It is a desktop mapping and a complete GIS
software. Has hundreds of mapping and spatial analysis capabilities.

ERDAS IMAGE (Image Engineering) offers a flexible and scalable solution for mage input, management,
display and enhancement, spectral analysis, digital photogrammetry, GIS data integration and map
composition. Imagine provides a robust set of tools for geo-correction, image analysis, visualization, and map

output.

Delf-3D (Environmental Simulation) is a framework of software modules for 2 and 3-dimensional flow, water
quality, ecology, short wave propagation and morphology and their interactions. The software has been
developed over the passed 15 years and still being extended and improved in functionality’s and application.

SPSS & STATISTICA (statistics) generate decision-making information using powerful statistics, tabular and
graphical output, and offer results to other packages using a variety of reporting methods, including secure
Web publishing.

A case study in the Gulf of Fonseca, Honduras

Juan Carlos Molina
olina@ics.trieste.i
0039-040-9228150
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Geo-referencing Landsat TM

Introduction:

It is crucial to register the map with the real world coordinates in
order to correct it for systematic or random distortions

MULTISPECW32:
Is a processing system for interactively analyzing Earth
observational Multispectral image data

Multispectral images are composed of a series of images at differing
optical wavelengths. Hyperspectral images are composed of a large
number of measured wavelength bands




Discrete Georeference

Multispectral file:

In MultispecW32 click on file > open image > band1, now go and
open band 2 but this time check in the box “link to archive image
window"”, do this for all the bands, when the last band has been
added just click cancel to the dialog box

Now we have to change the image format, in the main menu go to
processor > reformat > Change image file format in the dialog box
revise if the data is correct and if the header selection is “Erdas”
format and click ok

I

4
e n




IDRISI:

consists of a main interface program (the one with the menu and
toolbar system) and a collection of over 150 program modules that
provide facilities for the input, display and analysis of geographic
data.

Importing the Multispectral file:
In IDRISI's main menu go to click on File > Import > General
Conversion Tools > BILIDRIS (BIL with/without header)

When introducing the Maximum and Minimum “x" and “y’
coordinates you have to be careful, first check if resolution is 30 if
not apply the following formulas to find the real coordinate values

# Columns # Lines
(Max “x” — Min “x") / Resolution (Max “y” — Min “y") / Resolution

Max “x” Max y'
#Columns*Resolution + Min “x”  #Lines * Resolution + Min “y”

Max “x” Max “y"
3510*30 +1 3543 * 30 + 1

Max “x” = 105301 Max “y” = 106291




Now you should input the corrected Max “x” and “y” coordinate data

24 bit Composite 752:

i COMPOSITY - image compositing tility.

Introduce the RGB bands,
name this file and select the [ ../ ...
contrast stretch type “linear | cemmoebwn
with saturation points” in the | ™"
output type options check in | cowos sechope
the last option, the 24 Dit | « ieewmusonson
image will give us a clearly [/ '
image thus, will be easier | 7 cesesucoous

7 Cicate 24bit composite wath shetched vabaes

looking for the ground CONtrol | « ceus2atconosie weh crord vares and e nsaon oits
points. Create the same | ontmostomcasionin setch

. Percert 10 He tahus ated from each end of the grey scele
composite for the > n

T

georeferenced image e | e |




Correspondence file:

This file contain the coordinates of specific points termed Ground
Control Points in two different reference systems, the first pair of
coordinates correspond to the locations in an arbitrary plane
reference system, the second corresponds to the same locations in
the desired georeferencing system

i 13 32508
196079 203421
197560 270871 )52}
FTCIS S LIF YT INY

rawe oatmnis 2, ¢

Byte Binary:

{17 Linow wath sehraton points

Since the default format of L e
IDRISI is “8bit byte binary” we o N

should change our image to that [ Do et corotae e e bt bt v
format, after you have done this 1 G i o st e

you should proceed to the last :‘"‘“l..“l.f’ff"“‘""““‘"‘""""“'”“* _
step in order to run the statistical L8] s | vm

test and create the resample
file.

S CONVER - 1drisi data formal
- Fie pe: .

t conversion- |

15 tmage  Vactr
(0wt fle vame {BHT8icompanerss
Outges fin vame i e—— e
| Conemdatawpe. RGBS Cureniflegoe.  Biney

s i
; Corvevsion boe [ applcablel -
i " Tancaton

0K ] Cuxel | hep ]




Resample:

Now we will input the image that is in the “8 bit composite byte
binary” format, here we use the “correspondence” file. Click on
“output reference parameter” and introduce the data from the

georeferenced image, make sure you use the right “reference
system”

thurbe: of cohamng. " :
Nasbae of v, {6-3.‘5 --------------- :
] B

[ Outpns reberancs paramotert ]

L. N |

Root Mean Square:

The RMS for raster images should be less than one half the
resolution of the input image (RMS<resolution/2). Look that after

removing the three major values the RMS improves considerably,
we should accept this RMS value and click “ok”

[ —— Y

[ ne! : 0 cxdes ey o The folowing Conbid port: e evbered i e oide they Goow
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tiiva  0eem " :
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Simulation of pollutants spreading
in water body

(A case study in Hai Phong coast of Vietnam)
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Hai phong case study summa

Objectives of the case study :

* To develop an hydrodynamic model for the coastal area

of Hai Phong.

*To use the model for simulation of hydrodynamics behavior

and pollutant spreading

Hai phong case study surhma‘ry,

Introduction to study area :

Hai Phong, Vietnam

Area: 1,507.6 km?
Population: 1,677,465

Location: 20° 52°'N and 106° 41'E
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= | Physics of Study are

*Size: 1808 square km,
Length 63.45 km and
breadth of 28.5 km.
*Depth varies from 0 m
to 27 m. S

LEGEND
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*There are two rivers joining the sea: Cam river and

Bach Dang river.

-The boundary of the study area contains small part of South China
sea, a part of Cat Ba Island, Qua Xoai Island and Ha Nam Island.

" +The tidal flow is weak, the highest tidal range of the M2

! constituent is just 0.1 m

Hai- phong §::a§9-'stu.tciily: summary

" Nature of data :

y summary

_*The site map:it contains the land boundary, supposed oil spill location,
- open boundary of sea and river boundary.

*The depth points: There were a total of 80370 depth points in ASCII format.
Points were rotated in 45 degree.The depth points were distributed in
190*423 grid with 150m*150m grid cell size.

?-Sea boundary condition: The harmonic values of all 588 sea boundary points
:-River boundary conditions: The time variation of velocity at river boundary.

-+Location and amount of release: The location and amount of pollutants

Hai phong case stud

‘release for 13 source points were given

4
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Tools used :

Delft3D-RGFGRID This is a pre-processing program used
to create, manipulate and visualize orthogonal curvilinear
model Grid for the Delft 3D program.

y sui‘nn_\a[y:

Hai phong;._gafée'“,S_th

Delft3D-QUICKIN: This is a pre-processing program used
to create, manipulate and visualize model bathymetries for
. The Delft3D program.

- Delft3D-GPP: This is post-processing program used to
read, plot and export the results of Delft3D modules.

Delft3D-FLOW: This is a multidimensional ( 2D or 3D)

hydrodynamic and transport simulation program which

" calculates non-steady flow and transport phenomena that

results from tidal and meteorically forcing on a curvilinear
. grid.

- Methodology :

Land Boundary
Creation
{QUICKIN)

Geo-referencing Grid Generation
RGFGRID)

Data Depth Interpolation DEM
preparation (RGFGRID) czéz:isn)m

Preparation of
Hydro-model
Presentation
(GPP)
Fiow Canbranon
Presentation
(GIS)

Simulation

(FLOW)

__Hai ph_ong case stuq‘y sp‘mmary_l
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- Detail work process :

4 7

Hai phong case study suramary

* Reviewing and formatting of existing data:

Excel sheet and text editor were used to reformat the provided data to

Delft 3D formats. Some VBA macros were created.

Georeferencing Data:
The provided *.tiff map was georeferenced for lationg projection system.

|drisi was used.

" Detail work process :

[ c - . e

3D view generation:

To have the better knowledge of the study area the 3D view was generated

"Hai phong case study summary

with the help of Idrisi ( Figure 4).1t clearly shows the location of rivers,

channels,sea and land.

13



mary

= Detail work process :

'3
’ " : Bach Dang\river
4
i U N E 5 (:J\r\
. : Cam)BLeL /:;\'/ i
C ; TN «\f.‘\
@ N\
% ; v
o 8 o
o)
Q. Creating land boundary:
] ‘-‘-, The geo-referenced map was on-screen digitized for land boundary in IDRIS!
‘2L and exported to Arc view and then to Delft-QUICKIN.The thirteen points

of oil spill location were also digitized.

Detail work process :

Grid creation and bathymetry interpolation:
Orthogonal grid was created with Delft-RGFGRID
and bathymetry interpolation were done using Delft-QUICKIN.The number

Hai phong case study §.|_,qmmary_y

of grid cell were reduced as compared to the original grid but the grid cells
are fine towards the area of interest, it helps to save the time of computation

14



Case Study in Trinidad & Tobago

4 4

Anjana Daya!
Fellow

pnjana.dayal@ics.trieste.it
0039-0409228151

Coastal Zone Management
* Issues in Trinidad & Tobago

Using Geographic Information
Systems (GIS)
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—Trinidad and Tobago

For our purposes,
we will be solely
focusing our

activities on the
mainland of the

two islands,
Trinidad.

0
¢

Miow Tobago
Scarborough,

Jomo

PORT-OF-SPAIN
® . JAmma
Tunadera -
Sangre 3rande
Trmdad
*Poen Lisas
Ponte-a-Petra,
San Femando |

R
SLlarg

*Pury ,  Gudvaguayare,
forn  Swpana

’»J

= By entering the
geographical coordinates,

images for the study area -
were downloaded using
available data from the
National Oceanic
Atmospheric
Administration (NOAA)

= This image represents the :»

AT

time period of July, 1992 °

=|~Part I. NDVI using NOAA images




_| Reformatted window

= The following image is
a reformatted window
taken from the original
study area in the
previous slide

= The next slide
illustrates the changes
in NDVI over a time
period of 4 yeais

«] NDVI dynamics from 1992-1996

Eil__f




Part II: Digitizing

= Using a reliable map source from the internet,
the 8 administrative borders of Trinidad were
digitized

= Dividing the study area into units allows one
to observe and analyze the differences in
vegetation dynamics within a region by a
‘data extraction process’

= The figure on the next page represents a
raster image of the island, digitized into 8
units

- Digitized Study Area

U
L




- Tabular Data Extraction

= Now we will combine Parts I & II by using the

NDVI image and the digitized image of
administrative borders to extract data

= Using Administrative borders as the
‘Feature definition image” and NDVI 1992 as
the ‘Image to be processed’, tabular results
were produced for each administrative unit
(see next slide)

= The ‘Maximum NDVI' values for each area
were used in the data extraction process

NDVI tabular extraction data for
~|. administrative units of Trinidad

ol I

i Module Results

Maximum values extracted from newyearl992utm based on bordersutm

Category Maximum Legend
0 1.000000 No Data
1 149.851868 Sc. David
2 154.592590 St. Andrew
3 1587.777717) Nariva
4 156.666656 Mayaro
5 158.296295 Victoria
6 156.888885 St. Patrick
7 156.370377 Caroni
8 156.1685181 St. George




*‘L Data extraction for whole area
e T

= The previous ‘administrative borders’ image
proves that data may be extracted for each
individual unit of a study area

= As well, a *‘Mask image’ may be created so
one can observe the NDVI dynamics over the
study area as a whole (not divided into units)

= The Mask image only has 2 values; 0 for
water and 1 for land

- The Mask Image

ti

To extract data =
in this case, the

Mask is used

as the ‘feature

definition image’

while the same

NDVI 1992

image is used as

the ‘image to be

processed’.




NDVI tabular extraction data for the

Er

This table shows
data extracted |
from “All listed
summary types’
instead of only

the ‘Maximum’
Note. We are
interested here in
the land statistics
(i.e. Value 1)

jw whole st

su
Summary c i $ from nevyearl9%92utm based on aaskutm
Category Summnary Type
o
Minimum 0.000000
Haximum 140. 000000
Total $33.000000
Average D.068563
Range 140. 000000
Population Std Dev 3.024579
Sanple Std Dev 3.024650
1
Minimum 0.000000
Maximum 158.29629S
Toval 706250.110836
Averagae 145.379744
hange 158.296295
lation Std Lev 9.0S50130
Semple Std Dev $.051055%
2] PiniContets | . sSavewFie |  CopytoCipboad- | -

Correlation between NDVI
and Population

~

i

NDVI
Maximum

Population

1992

158.3

1,268,000

1993

165.0

1,282,000

1995

203.2

1,287,000

1996

175.5

1,297,000




Bt
i

- Relation of NDVI & Population

= It is observable from the previous table that
there is an overall increasing NDVI trend from
1992 to 1996 (the calculated NDVI growth
ratio is actually 10.9%)

= As well, there is an increase in population
over the years to consequently prove a
positive correlation between the NDVI and
population in Trinidad




Case Study for the municipality of
Koper, Slovenia

M. Russi

INTRODUCTION

*Slovenia is mainly a continental state. The total length of the coastline, all
facing the Bay of Trieste, is only 46 km. This small coastal area is of strategic
economic and political importance for the whole country.

*Along this coastal area Three towns have developed there: Koper (administrative
center of the area, industry and harbour activities), Izola (tradition in the fishing
industry (cannery)), Piran and neighbouring Portoroz (highly developed tourist
center) and smaller settlements and tourist facilities between them, so the entire
coast is one large urban area.

+For this reasons competition for the land use among housing, marine activities,
tourism and industry is strenuous. However, close to this large urban area,
environmentally valuable - unique - locations are located (ex. the Valley of
Dragonja).

¢As a result of these conflicts seven hot spots have been identified in the
Slovenian coastal zone in the frame of the Mediterranean Action Plan (MED POL
programme) survey. They are located in all the three municipalities.

*Surface flows, numerous urban wastewater outlets and one submarine outfall
are the main sources of pollution of the coastal sea. Untreated industrial (three
hot spots) and urban wastewater in the rivers are among the biggest problems.

*The contribution of land-based sources of pollution situated on the Slovenian
coastal zone is much smaller than the overall value for the entire Bay of Trieste.
The Italian side contribution must be -also- considered.




Industrial Area

Inustrial activities in the municipality
of Koper (Slovenia)

- industrial activities

Croatia
/\/ administrative borders

The Study Area is opened to the northern Adriatic Sea in the west, connected
with the inland Slovenia in the east and bordering with Italy and Croatia
respectively in the north and in the south.

7 hot spots/ 46 Km of coastline

(source MAP/UNEP, 1999)




False color composite image of the Slovenian coastal zone
with ground control points (Landsat 5-TM image, sumrmier 1997)

Layer 1: color composite image, Layer 2: ortophoto
(Georefereced Landsat 5-TM, summer 1997)




Layer 1: false color composite image; Layer 2: ortophoto
(Georeferenced Landsat 5-TM, summer 1997)




Case study in India
S. Betapudi

South India ¥

Study Area ‘ S o }




Godavari delta

CDAVARIDELTA
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The Godavari Delta -IRS LISS-lIl imagery

Yo
ey Y

Objectives

* To study the land use and land cover dynamics over
the years

» A quantitative study of landscape ecology/metrics

» Assessing the land use and land cover variations
using landscape metrics

» To study the impact of anthropogenic activities on the
LUCC dynamics




The Data

* Indian Remote Sensing Satellite (IRS 1-C) Linear
Imaging Self-Scanner (LISS-llIl) 23.5m resolution 4
bands image data

*12th February 1999 image
*17th February 1998 image
*03r d January 1997 image

+ NOAA-AVHRR NDVI 1.1KM data
+1992 to 1996

» USGS Digital Elevation data

» Survey of India toposheet No: 65L/5

* Ancillary data

Methodology [ Methodology |
Base Map
, Satellite Data }_‘— Preparation Topographic Data
l |
Image processing . Thematic layers
*Image Restoration
*Topography
*Image Enhancement «Roads
Information Extraction +Railways
] +Villages
Image Classification *Drainage
]
Landuse/Landcover Map ]r USGS Digital Elevation Data 1
NDVI Map
1

Data Integration & Analysis

Landscape Ecology
/Quantitative approach | *  Geographic Information Systems (GIS)
+Landscape metrics .«  DSS




Image Processing

» Image processing
*Ge ometric correction
*Ima ge enhancement
» Spectral
» Spatial
» Fourier analysis
» Image classification
*Uns upervised
*S upervised
*NDV | Classification

IRS 1C LISS-lll image of 17th Feb. 1998

02208, 10337




Rectified image

== Viewer #7 ; himga8 dmy (Layer_a)davar. itayer 1) [~ 1o}
Fle Uity Vew ACl Raster Vector Annetation. TerraModel

ll 82152, 189%

Image Classification - Training sites

ey o
: i
e

. Signature Editor (98sig.sig)”

T

File Edit View Evaluate Fealure Classify

Help |

I RO EN IRV AV N

| Class #}| > Signature Name |Color| Red | Green | Blue |
1] >jwater JE| 0.000] 0000] 1.000
2 settlements | ) 0.000f 1.000f 1.000
3i| |plantation l- 1.000f 0.000f 0.000
4i1 (high vegetation S 0.000{ 0332 0.000

: 5i] |low vegetation o 0.000; 1.000| 0.000

B} 8] Jctouds 1.000] 1.000] 1.000

’ 8

?{The Signature Editor Cellarray




Supervised Classification

is lassification of 18540 i

meters
0.10

NDVI Classification




DEM Generation

Orthoimage generated by using DEM (USGS)

Geographic Information Systems(GIS)

» Data base generation
— Base map preparation
*Scanning
*R ectification & mosaicing
*On Scr een digitization
» Arcview

» Topology
*Er ror rectification
*Building
*Attr ibute assignment




Railway and Road map

£ AscView GIS ¥ersion 1.4

FINER

Case study in Hainan island, China

Xiaobo Wu




. Viewer #1 3911101 dmg GBand,. 1)

Raster Vector Amnotation Yewramodel

oty L

Study Area: Hainan Island

Location: N18°10'04"-- 20°09'40"
E108°36'43"--111° 02'31"
Area: 34,000 km2
Population: 7,245,289 (end of 1997)
Temperature: year average 23 °C - 25 °C
— yearly sunshine time 1750 - 2750 hours
— coldest month temperature average 17 °C - 20 °C
Wind: typhoon season is from May to November.
Rainfall: eastern 2000 — 2500 mm/year
western <1000 mm/year

Geo-morphological feature: multi level circular
structure. Upheaval in center and gradually lower in
surrounding.

10



The highest peak: 1867.1m
From center outward is middle mountain - low mountain - high
hill - low hill - terrace - plain.

Vegetation

+ tropical evergreen monsoon rain forest
defoliate monsoon rain forest

valley rain forest

» mountain rain forest

+ mountain evergreen broadleaf forest
« tropical coniferous forest

» coastal mangrove

* tropical tree-scattered shrubs

» tree-scattered steppe

* damp steppe

* low hill and tableland steppe

+ hill and mountain steppe

vesspersip
I Caeigraat 8415000 (28 DRI
20¢eMiesd BOVIGR) 13 Kins)
Ivamyan oA
+ 8ariTe 138 Bwit
S wetean oM rest
ECH NNt wuet

L4
ey
Buonntaas

vegetation in Hainan
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Objective of my study

+ find out the relationship between land cover
change and socio-economic development

+ establish a system to monitor the ecosystem
change, make warning to prevent from human
activity damaging the ecosystem balance

12



Data

NOAA/AVHRR

™

time period: 92,93,95 and 96
resolution: 1.1 km
range: whole island

range: whole island
time period: 1996
band: 2,3,4

Y

“Viewer #1 1 hn98022607. cnddmg (Band. 1) b

,""f‘!. '»:‘..J
Filo Uthity Vlew AO! Raster Vector Annolation TerraModel Holp
sinin/@l@esxrl=+/s x|a[ajo

1 . },i

. rﬁ;{"

<

231.000, -435.000
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 hn99022607. cn2img (Band 1)

VAt 17 hn

Utiity View AOl Raster Vector Amnatation TerraModel

[ v
slo!DB@@lsia=+ R vafa]s
ol 1

Ry

273,000, -371.000 ;

b3 Mewer #1 : halnan. mosalch kng (1aver 1 Kiayer. 2K dver.5)

& it
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ancillary data (Chinese)

* some published papers and books on soil,
landscape, geological structure, geomorphologic
feature, climate etc in Hainan Island.

« forest distribution map of Dan Zhou andTong Zha

(scale: 1: 50,000 1:100,000)

» DTM of Nan Du River Basin

» forest distribution of Nan Du River Basin in digital
format

+ socio-economic data on county level from 1987 -
1999

naturat color image of pilot1 in 1996

15



unéupervised claséification
on PCA image of pilot1 in 1996

interpreting on screen

16



The unsupervised classification of pilot1 l{} 1986

=3 shrub, marsh 1 sandy land

By river 7] bare land, A
Hl water forest MEE mangrove
HER ubber {— farm land [ trees
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Case study in Morocco

Anjana Dayal
Fellow

0039-0409228151

Data extraction from Internet public domain

Purpose: This exercise emphasizes the utilities of the Worldwide Web as a source for data. It
explains the steps involved in selecting the desired data and how to import it to GIS software.

Procedure: Using an Internet browser, access the following URL site:

e ac.usgs.-gov comp .

Now Notice to Globat 1-km AYHRR Data Users -

d I
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http://edcdaac.usgs.gov/1KM/comp10d.html

Select the following criteria for this specific exercise {case study for Morocco):
* 10-day composite period: May 1-10, 1992
* Resolution: 1.1Km

« Latitude/Longitude geographical coordinates: Northernmost Latitude 36,
Westernmost Longitude -6, Southernmost Latitude 34, Easternmost Longitude -2.

* Bands to be retrieved: NDVI

Press Retrieve data icon, and the research is launched. The output gives the size of
the extracted image, specifying the number of lines (rows) and samples
(columns).Select Retrieve data again and the data will be downloaded.

$accrss F8) Megiiocdaw. . ool 1Mot 0 el oo

(YRGB 199 =)

'S

The oniginal data resobon is 1-kM Subsampled r1ats 1S alse F-a1abie
Sziert the desired resolution, in idometers.

!
Qesorngion {1 =i

4 Youtadn seltl the complete global imepe (defaut) o 3 Geographic subset
Enter 02 CoOrGirates ¢ the desired sub. 0Ordinales can Le v eltter a2emal
Begress of Prees and minutes (see £ 1 The 3ctual area retrieved wik pe <

Nornervmox Latruge.
westemmost Langruge,
Souamsenmost Lattuoe, (X i

Esstemmost Longitude F

@ Each bend mutl be retrieved separatety. Select the Cesired bang
’ Bang, SRCECONNMNANN 'j

For 0300 10 e A INSfEES are avanable o

Data Paths DY (»}3]|C:31|Eﬁ]l n?w@ ‘

1drisi File Explorer
Metadata
Coftection Editor

Run Macro

User Preferences

% PSR
2neral Conversion Tasls PARE (B5Q with/without header)

Export b Government / Data Providet Formats » RS SER (T BTG AT oL o)
Deskiop Publishing Formats > BIPIDRIS (BIP withjwithout header)
Software-Specfic Formats »  CRLF (Unix/Intel Asci)

] FLIP (Unix/Inte! Binary)
VARZFIX (VariablefFixed Length Asci)
SSTIDRIS (Asci Grid/Spreadsheet)

Idrisi Fiie Conversion {16/32)




The image data can be arranged inside the files in many ways. Most common
ones are:

- BIP, Band Interleaved by Pixel
« BIL, Band Interleaved by Line
- BSQ, Band SeQuential

If the pixels of the bands A, B, C and D are denoted a, b, ¢ and d respectively
then:

BIP is organized like abcdabcdabcdabcdabcdabedabecdabedabed... line 1/
abcdabcdabcdabcdabedabcdabedabedabed... line 2/
abcdabcdabcdabcedabedabedabedabedabed... line 3/ ...
abcdabcdabcdabcdabedabcdabedabedabed...
abcdabcdabcdabcdabcedabecdabedabedabed...

BIL looks like aaaaaaaaaaaa... band 1, line 1 bbbbbbbbbbbb... band 2
ceccccecccccece... band 3 dddddddddddd... band 4 aaaaaaaaaaaa... band 1, line 2

BSQ shows aaaaaaaaaaaa... line 1, band 1 aaaaaaaaaaaa... line 2
aaaaaaaaaaaa... line 3 ... bbbbbbbbbbbb... line 1, band 2 bbbbbbbbbbbb... line 2
bbbbbbbbbbbb... line 3 ... ccccececcecce... line 1, band 3 ceccccececcc... line 2
cccecccecccce... line 3 ... dddddddddddd... line 1, band 4 dddddddddddd... line 2
dddddddddddd... line 3 ...

dmags omssng  Relamal Csta¥rh Vi

Ouepnt prefi [can inchude path) | -]

Nurnber of bande:
Fie headot nlo.” = e Data ype:
No header T
€ Header. frst band Nmber of "

; © Header, eachband 1 € 1664 irtelAMS) ) P

i . i umber of scres

| Hosdersiofbytest [0 } € 1568 UnivMotorols) !
[ Quput refessnce infomiation . ] MinimumX coordnate: l'—"‘—-——"‘—

oK I Concel ' Heb J Maimun 4 codnaty r———

Mwmum 'f condnate: l

Madimum Y’ coardinate:




Band 1 extracted from may1092







A case Study in the coastal areas of Tunisia

Mounir GHRIBI
Environmental Technologies Engineer

Mounir. g TIBT@TS-Uteste-}

0039-040-9228105
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Hazardous waste analysis

Purpose

The aim is to improve the. decisions concerning
prioritization of sites for a remedial response to
hazardous waste. In course to achieve this goal a
cluster analysis was made to reflect the degree of
similarity between the main industrial sites.
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Identification of Main Industrial Sites
using satellite image (LNDSAT 5 TM) of September 1997

N5 7

1: Ariana

2: Echarguia

3: Mannouba

4: Pxtadhamen

5: Douer Hicher

6: E1 Mnihla

7: Keloat Andalous

Existing activities per main industrial sites

L Acthty
cous
Textho &
[Garment 1 |muteriels / Hospite! end | Municipst or/s Scientific
Lesthes 8 [Agro- (Mochenicel & |Gless & Pharmaceutical medicel industrist Isborstorics
shoos ceremice [Chernical works clinics lendfilie ete...
Industrial sios
o Arenn. . 3 16 10 3 2 13
Echerguin 125 1 “ k] 1" 53
g Marmouba 0 17 1" q 3 19
== Ettzdhamen 19 2 ] 3 1 [}
@g Douar Hicher 43 % 15 s 4 19
57‘ Bl Mnihia . 10 1 3 1 1 5
&g Kaloat Anclalous 5 3 2 1 1 K]
gﬁw [Solverts/ range of
@r |Pesticides & halogenated Infectious hazardous
o Typical Sudge macwre 1 Shudge [ waste, Domestic or materiats usualty
gy P D ing heovy [Buldng end  [skxdge/tars  * |halogen free racioactive  [ndustrial in retativety smad
po-—4 'waste [heavy metals |flters metals sol material rﬂ waste |solvenls material wasies quartlies
2 iPoltion by
) Poltion by oxicd micto-
&: Nature of Potition by [Poltion by toxics] oxic & odorous [Fire/ expiosion/ orgenisms/  [Fire/ explosions  [Polion by taxic/
Q“ iharards oxiC intection [Pofution by toxic |sutistances  [pofution by toxic [Poution try taxic _ |radkation podution by toxic [infection radiation
BREE
'@ Sot end water
s Solend  mio-scoumuation
Potential weter 8 persistencain [Sol and woter  [Sol end water [Sol, weter 8 air |SOV, woter 8 e [Sol and weter |Soil, water & o |Sol, water & air
B limpact contaminetion |environmert fnodwiﬂ'on cortamination lcontaminetion _Jcontamination jcontamination i contaminetion
Crronic & Chronic & acute acute Chroric 8 acute
Ceobe acute Chronic 8 scute inesses nesses @ncsses
j nessos nesses through (Clvanic 8 acue [Chwonic 8 [through hrough through (Chronic 8 acute
s hrough i and  finesses anczes ond  [Ctvoric 8 acute s ion end i jon and  |inosses through
( of potitarts  [intake of irteke ot through itake [intake of inesses through  [inteice of ke of inhalation and
g mgg hrough [polutants [polutants of polutants polarts lintake of poluterts intake of
:{p t waler supply [thwough water  [through water  [through water water  [through water [through water [Bvough water  [through water
s’ Potential etk |snd 100 Jsupniy snc food |suply and tood |suppty e {supply and food {supply and food  {suppy and [ suppy and food {supely and food

Energy Agency

Tunisian Ministry of Intemationat Cooperation and External Invesiment (1396) inventory.

{AEA (1936) Manua! for the classification and priositization of risks due Lo major accidents in process and related industries, international Atomic
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Matrix AB = Matrix A x Matrix B

(Industrial Sites, Potential Impact)

h -3
g ; RtH
.6 - .
&, z o
&c " ol - B
éﬁ;ﬁ E E‘ !8° g .
= HELHH = {E
3 H » :
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] Ettadhamen AR ERFI KRR R ERE 1219 3% |2
2w Douar Hicher 652 | 26 | 5 | 66 | 19 |112| 45 | 71 | 23 | 34 [112| 26 | 23 | 62 | 49
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Potential impact for each industrial site
Industrial Sites
1: Ariana
2: Echarguia
2: Mannouba
4: Ettadhamen
5: Douar Hicher
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Hierarchical clustering classification

Dendrogram at cobjects
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1. Anana

2. Echarguia

3. Mannouba

4. Douar Hicher

5. Ettadhamen

B. El Mnihiz

7. kalaat Andalous

Potential impact per each cluster

Industrial Sites
1:Ariana

2: Echerguia

3: Mannouba

4: frtedhamen

£: Douar Hicher

&: El Mnihla

7: Kalaat Andalous

Potential Impact
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Grasstandy

Cross Tabulation .
of classified
images of Sep93

and Sep97

Nodata

Water (sea, laker and rivers}
Grasslands

Sheublands

Agicue acas

Urban & industrial areas
Forest

Bae sods

z8
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Multi-Objective Decision Making in GIS

Aim
Solving a multi-objective land allocation problem with conflicting
objectives.

Procedure
Based on the information from two suitability maps, we attempt to

maximize the suitability of lands for each objective given the weights
assigned.

Objectives
.To find lands that are best for industrial development

.To protect lands for forestation

Conflict
Since lands can be allocated to only one of these two uses, the

objectives are viewed as conflicting.

Data Requirements
2 ranked suitability maps for each objective that have been produced by

means of the multi-criteria evaluation.

Objective 1: To find lands that are best suited for industrial development
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Conclusion for ICS case studies presentation

Industry and Sustainable development in coastal areas

Industrial component Social component
Existing Education
Extension Job creation
New Social development

Place

Number

Activity

Technology Environmental component

Land degradation

Pollution (water, air and soil)
Over use of coastal areas
etc.

The System is inactive (or passive)




Socio-economical development
Job creation, etc

Industrial > Social

Integrated Information
Technology

GIS for Ind. siting
Process Simulation
Cleaner Production

etc...

Environmental

The System is active (or dynamic)

Environmental

Management
Recycling
Landfill
Energy

Industrial Social

SustaingditEustrial development

Environmental




Sustainability requires...

Stockholder

Water Profits AL .

Quality — qucation

/  Health
Air [ J

Quality ~\

\ Poverty

Natural / .
Resources —_—

Jobs c'iTj/}

...interactions among multidimensional indicators
that show the links among the environment, the
economy (industry) and society.

As the figure illustrates, the natural resource base
provides the materials for production on which jobs
and stockholder profits depend.

Jobs affect the poverty rate and the poverty rate is
related to crime.

Air quality, water quality and materials used for
production have an effect on health. They may also
have an effect on stockholder profits: if a process
requires clean water as an input, cleaning up poor
quality water prior to processing is an extra
expense, which reduces profits.

Likewise, health problems, whether due to general
air quality problems or exposure to toxic materials,
have an effect on worker productivity and contribute
to the rising costs of health insurance.
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Abstract

The data describing the landscape system in terms of pattern and/or landscape elements
are giving rise to multidimensional spaces. For understanding pattern and processes in
the landscape and to model them it is necessary to represent in efficient way such
multidimensional spaces by few dimensions. Exploring multidimensional spaces on the
basis of spectral and singular value decomposition theorems (SVD) and eigenanalysis
(EA) is an exercise that can be useful to get information on landscape patterns and can
be used for modeling complex systems in iterative way without feeling too much
restricted to precision problems. The idea of modeling clusters of points, rather than
lines is suggested. Fuzzy set theory can be used as a useful data interpolation method
and data transformation before EA.

1. Introduction

Some definitions are necessary before to start to discuss on the application of
singular value and spectral decomposition theorems (SVD) and eigenanalysis
(EA) that are used and could be used to explore the multidimensional spaces
generated by matrices describing the landscape system:

1) Landscape is a complex system with states determined by all the interactions
between man, plants, other living organisms and the chemical-physical
environmental factors.

2) Landscape ecology is the discipline aimed to understand all the aspects of
landscape system concerning its composition (diversity), structure (spatial
pattern and spatial relationships), functions and dynamics (the ways and the
the causes of landscape changes in space and time). It uses the concept of



multidimensional space (ecological space) defined by all the ecological factors
influencing the human life and the life of the other organisms.

3) Landscape is sampled and described by Operational Geographic Units (OGU).
They are sampling units, which are supposed to represent in a satisfactory way
a landscape at a given time in a given place. These sampling units may be
defined by the user in a GIS procedure, or defined automatically by remote
sensing techniques (pixels). The variables that are sampled and described in
each OGU may be of different nature such as spectral bands, environmental
chemical-physical factors and/or human and other biological factors that are
supposed to influence the landscape states. OGUs can be sampled following
some sample design or by preferential sampling as it may happen in vegetation
science (Orloci 1991a,c; Orloci and De Patta Pillar 1991). It must be clear that an
OGU is an operational concept, which is useful to integrate in a GIS the
remotely sensed data with other multisource data.

The concept of Operational Geographic Unit (OGU) was defined as the basic
cartographic element for wunderstanding biogeographical patterns by
classification and ordination techniques (Crovello 1981). It is analogous to the
concept of Operational Taxonomic Unit in numerical taxonomy (Sneath and
Sokal 1973), with the only difference that OGU is a georeferenced unit. The
concept of OGU has been already introduced in GIS context by Feoli and
Zuccarello (1996), to describe ecological processes in space and time. OGUs may
be used to store information in data bases following what Peuquet (1984) calls
geographical data models, however we prefer to use the concept to integrate
and extract georeferenced data already stored in GIS data bases. The data
integration is achieved when each OGU is described by remotely sensed data
(average values, class frequencies, min-max values, etc. of bands) and by other
lanscape multisource data not directly attributable to the single pixels (e.g.
population density, urbanisation density, yeld production, biodiversity, etc.),
usually called ancillary data. OGUs can be obtained by a GIS in a very flexible
way. They, as adjacent or non adjacent polygons (or points), may be easily
defined by administrative boundaries or by superimposing to the maps regular
or irregular tessellated structures (grids, triangulated networks, quadtree
patterns, hexagonal mesh, thiessen polygons, etc., see Peuquet, 1984; Skole et
Al. 1993).

4) OGUs that are considered similar enough are grouped into the same land
cover type or class, which is used for cartographic purposes. A GIS can easily
shows the results of OGUs classifications by maps showing the spatial
distribution of the classes of OGUs. Since these classes may be characterized by
the character states, used for the OGUs classification, the maps shows the
spatial pattern of those character states in the landscape. In this sense OGUSs are -
useful tools of the Dobson's "macroscope”.

5) In a given landscape a land cover type is spread within the geographic
ranges of the combination of characters that are chararacterising it
(Characteristic variables) as a different type from other land cover types present
in the landscape. The extension and the shape of the area occupied by a land
cover type depend on the extension of the environment favourable to the



combination of its characteristic variables in the geographical space. The
environment hosting a land cover type defines, in analogy with the community
niche concept (Feoli, Ganis and Zerihun 1988), the land cover type niche.
However the concept of niche is not only related to environmental variables, if
socio-economic variables are only used the multidimensional space will
represent a socio-economic multidimensional space and the niche of a land
cover type will be a socio-economic niche. The niches may be wide or narrow in
the multidimensional space irrespective its extension in the geographic space,
the niche width depends on the heterogeneity of the land cover type.

6) Once defined the land cover types on the basis of a set of characters
(variables), landscape can be studied on the basis of other sets of variables. The
classification of landscape based on a set of land cover types can be used as a
reference system on which to overimpose other kind of classifications or other
information.

7) Land cover type niches are partially or completely represented in a matrix X
given by a set of OGUs (almost always disposed as column vectors). Matrix X
represents partially the multidimensional ecological space (it is just a sample of
it). In this each variable has a number of co-ordinates equal to the number of
OGUs and each OGU has a number of co-ordinates equal to the variables that
are describing it. Variables and OGUs may be seen as vectors with a common
origin, namely the origin of the space. Their length and direction are
determined by their co-ordinates in X. The dimensionality of the space
represented by X is, however, equal or lower than the minimum number among
the number of OGUs and the number of variables.

The dimensionality (rank of the matrix) is, in fact, the minimum number of
orthogonal axes that are able to get the projections of all the OGUs and all the
variables. Only the variable or OGU with all the co-ordinates equal to the co-
ordinates of the origin of the space do not have axes where to be projected.
These orthogonal axes are the reference system for variables and OGUs. They
give the minimum number of co-ordinates necessary to correctly positioning
variable and OGUs in the multidimensional space. These axes are also used to
represent the space by a reduced number of dimensions. Their efficiency in
doing this is measurable. X may be divided into sub-matrices on the basis of the
kind of variables used to describe the OGUs: e.g. X(1) matrix of biological
variables, X(2) matrix of environmental variables, X(3) matrix of socio-economic
variables, X(4) matrix of human impacts, etc.

Each matrix X is the matrix representing the states of landscape system
according to some set of variables. To study the correlation between different
matrices is possible by many mathematical methods.

2. Spectral and Singular value decomposition theorems

The spectral and singular value decomposition theorems of matrix algebra are
generally mentioned in the Appendix of multivariate data analysis textbooks
addressed to applications (Jongman, Ter Braak and Van Tongeren 1995).
However it would be more appropriate to present them at the beginning of



these books since they are essential for understanding why multidimensional
space of a given matrix X may be represented by few orthogonal dimensions.
The theorem of spectral decomposition says that a symmetric matrix S of rank p
can be decomposed by the following three matrices:

S=TAT (1)

where T is an orthogonal matrix (mxp), i.e. TiTh=0, Ais a diagonal matrix

(pxp) and T' is the transposed of T. A is the matrix of the p positive eigenvalues
of S that are disposed in decreasing order. T is the matrix of standardized
eigenvectors of S.

A may be calculated by the characteristic equation of eigenvalues:

det (S- ML) = 0
where det means the determinant of the matrix (S-Al), A is a scalar and I is the

identity matrix ( i.e. a matrix with ones along the diagonal and zeros outside).
Out of this equation only the positive p solutions are considered in the diagonal

matrix A. Once calculated the p positive eigenvalues (A1, 1=1,...,p), T may be
obtained by solving p times the system of equations:

(S-Ailp)T= 0 )
The singular value decomposition theorem says that given a rectangular matrix

X of m rows and n columns (mxn) of rank p it can be decomposed in the
following product of three matrices:

X = UAV' 3)

where U is an orthonormal matrix (mxp) (U'U = Ip, identity matrix), V is an

orthonormal matrix (nxp) (V'V=VV'= Ip) and A is a diagonal matrix (pxp) with
positive elements.

If we consider that:

XX =(UAV')Y UAV'

it follows that

X'X=VA'(UU) AV

and since U'U = Ip it follows that
X'X =VA2V'

on the other hand



XX'= UAZ2U'

and since both X'X and XX' are symmetric matrices (S) the theorem of spectral
decomposition holds true. From this it follows that the eigenvalues of the two
symmetric matrices are the same.

The relevant implications of these two theorems for exploring multidimensional
spaces of X (or X(1), X(2), X(3), etc.) are the following:

1) Each numeric matrix X, i.e. a matrix for which it is possible to apply the
product matrix (X'X) or (XX'), may be represented by two sets of orthogonal
axes that may be used to order column vectors (objects) and the row vectors
(variables) simultaneosly by biplot graphs (Gabriel 1971; ter Braak 1995). The
efficiency of the represenation is given by the ratio between the sum of the
eigenvalues corresponding to the eigenvectors used for ordination and the total
sum of eigenvalues;

2) For any numeric symmetric matrix S obtained in some way from X it is
possible to compute its eigenvalues and eigenvectors by equation 2). T; may be

adjusted in several ways, e.g. T;Tj= 1 or Tj Tj= M or T; Tj= Ail’2,

3) If S is the symmetric matrix for the rows, Tj is an axis of ordination for the
elements in rows. If S is a symmetric matrix for the columns, Tj is an axis of
ordination for the elements in columns. For better clarity we can indicate with R
the symmetric matrix for rows and with Q the symmetric matrix for columns
(in analogy with the well known terminology R-mode and Q-mode algorithms,
ter Braak 1995), and respectively we can indicate by o the eigenvectors of R and

by B; the eigenvectors of Q. Only in some circumstances the matrix of the Bj can
be computed by multiplying the matrix of the aj by X. This happens when R is
obtained by XX'. When Q is obtained by X'X, o can be obtained by multiplying

X by B (Orloci 1967, 1978). Not always the R and Q matrices can be obtained by

scalar products between row or column vectors. If the matrix X is ordinal or
alfanumeric, other measures of similarity or correlation (association) rather
scalar products should be applied, e.g. Gower's and/or Goodall's and
Burnaby’ s indices (Goodall 1964; Dale 1991; Carranza et Al. 1998). In this case
only the SVD of the symmetric matrix makes sense.

3. Ordination methods and gradient analysis

In landscape analysis, as in ecology, the methods able of positioning objects
(OGUss, or variables) in a reference system of orthogonal or obliques axes are
called ordination methods (Orloci 1966, 1967, 1978, ter Braak, 1995). Ordination
methods are used to display the relationships between variables and objects
with the aim to discover clusters, trends of variation (gradients) and/or
trajectories. More in general they are used to study patterns (spatial, temporal,



structural) of landscape and gradients, i.e. the way in which landscape is
changing in function of environmental factors. Gradient analysis is playing an
important role in landscape ecology. Its primarily aim is to reconstruct the
sequence of response curves of variables along single environmental variables
(primary or secondary ecological factors), or combination (linear or non-linear)
of them. Two methods of gradient analysis have been so far distinguished:
direct gradient analysis and indirect gradient analysis (Whittaker 1967,
Whittaker 1978, Prentice and ter Braak 1988).

- Direct gradient analysis

In direct gradient analysis two matrices of data are considered: the matrix of
independent variables (causal or explanatory variables, e.g. chemical-physical
variables in ecology) X(2), and the matrix of dependent variables of our interest
that have been used to describe landscape features X(1). Direct gradient
analysis may be done by two approaches: one considers only X(2) and uses it to
order X(1) the other considers both the matrices simultaneosly.

Let us consider the first approach. The following procedures are used:

1) X(1) is rearranged (ordered) according to environmental axes given by the
single environmental variables or according to some combination (linear or
non-linear) of all of them or only some of them. X(2) is subjected to SVD after

having standardized the variables. The T axis are used to rearrange X(1). If

according to the scattergram of T axes, a curvilinear pattern of points is evident,
than the curve interpolating the points, or an angular seriation, can give the
non-linear combination of the variables in X(2) (Feoli and Orloci 1991). The new
axis so obtained is used to plot the response values of the variable.

2) Graphs are produced by simply plotting the variable scores against the
environmental axis, and/or by curves fitting the scores by regression analysis
(ter Braak 1995).

3) A model of response curves is described and used for predicting landscape
composition all along the gradient.

In the second approach X(2) and X(1) are used simultaneously following two
main procedures. In the first one the two matrices may be fused in one with
m+s rows and n columns, where m (number of environmental variables) are the
rows of X(2) and s (number of variable) the rows of X(1). This matrix (X) after
standardization of row vectors may be decomposed according to SVD. This
gives the simultaneous ordination of variable, environmental variables and
OGUs. This procedures includes the methods known as Principal Component
Analysis (PCA) and Correspondence analysis (CA). They differ only because in
PCA the variables are centered and/or standardized (Zij= (xij-E_,i)/ oj), where &; is

the mean of i-th variable and o;j is its standard deviation, while in CA the variables

are transformed according to the deviation of the scores from the expected
scores calculated as the product of the marginals (row totals and column totals)
divided by the grand total of the matrix X.



In the second procedure the two matrices are kept together by multiplying X(2)
by X'(1) in order to obtain a matrix of scalar products C(mxs). When the s
variable and the m variables are standardized by the z variable this matrix is a
non-symmetric correlation matrix. C(mxs) can be decomposed by SVD. The
resulting matrix U' of p eigenvectors coresponding to the p positive eigenvalues

may be multiplied by X(2) (standardized by rows) in order to obtain B(2),
namely the p ordination axes for the n OGUs. This gives ordinations based on
the m variables under the constraint of their correlation with the s variable. The

multiplication of matrix of V' by X(1) (standardized by rows) gives (1), namely
the p ordination axes of the n OGUs based on the s variable under constraint of
their correlation with the m variables. Scattergrams can be obtained by using
B(2) orB(1) and also by using Bj(2) against Bj(1), i.e. j-th axis of B(2) against j-th
axis of B(1). This type of scattergrams show the pattern of correlation between
X(2) and X(1). The methods of multivariate data analysis known as canonical
correlation analysis, canonical correspondence analysis and redundancy
analysis are based on this procedure. They differ only by the way in which the
variables are transformed or combined into the two matrices before the

multiplication in order to get C. In terms of equation (S-Ailp)T;= 0 they differ

only by the way in which S is computed based on C. In canonical correlation
analysis:

S=Ry; 7 RpRy 'Ry

for obtaining B(1), B;(1) = T;'X(1)
or

S= Ry RyRy1 'Ry

for obtaining B(2), B,(2) = T;'X(2)

where Ry; is the correlation matrix between the variable in X (1), R,, between
the variables in X(2) and Ry, or Ry is the C matrix. Ry;”! and Ry,? are
respectively the inverse matrices of R;; and Ry, .

In redundancy analysis R;; is the identity matrix. In Canonical correspondence
analysis the data are transformed as in correspondence analysis and centered,

then the equation for getting B(2) is equal to that of canonical correlation
analysis (ter Braak 1995).

If the variables cannot be standardized, because measured in different scales
(e.g. variable in ordinal scale and environmental variables in ratio scale), the
two matrices have to be both transformed in simmetric matrices (resemblance
matrices), namely Q(1) and Q(2), by suitable resemblance functions (Dale 1991,

Podani 1991a). Both the matrices can be decomposed by SVD. (1) and B(2) are



respectively the matrices of eigenvectors of Q(1) and Q(2). X(1) can be ordered

and response curves of variables detected by using (2) as ordination axes (first
procedure above). In order to get the second procedure, i.e. constrained
ordination, (1) is multiplyied by $(2) and the resulting matrix decomposed by
SVD. In this case the constrained ordinations axes are obtained respectively by
multiplying U' by Q(1) and V' by Q(2).

The proper direct ordination is always the one based on X(2). To constrain the
ordination by matrix X(1) it means to keep into consideration all the factors that
have determined the matrix X(1) included those in X(2). The costrained
ordination axes of X(2) obtained based on matrix C(mxs) are always axes that in
some way maximize their linear correlation with the axes obtained from X(1),
irrespective the type of relationship between the variables. Scattergrams
obtained by plotting (1) axes versus [(2) axes may show linear correlation
between X(1) and X(2) notwithstanding the correlation between variable,
between environmental variables and between variable and environmental
variables may be non-linear.

In direct gradient analysis constrained ordination axes can be obtained by
Procrustes analysis (see Podani 1991b and Feoli, Podani and Sun 1993, for
applications and for references). By it, given k axes of B(2), in a matrix called for

convenience X(kxn), and k axes of B(1), in a matrix Y(kxn), the k axes of (2) are
transformed in such a way to fit as much as possible the configuration of OGUs
in the space defined by Y. This means that the new axes of X are adjusted in
such a way to "absorb" the effects that other environmental factors have and/or

have had in defining the ordination of n OGUs in f(1).

The required rotation of X is obtained by its multiplication with the nxn
(n=number of OGUs) orthogonal transformation matrix:

H (nxn)=V(nxp)U'(pxn)

where U and V result from SVD of
Y'X (nxn)=U(nxp) A(pxp) V'(pxn)

Rescaling parameters should be necessary for measures the goodness of fit of
the rotation (Podani 1991b). This would be useful to measure what variables in
X(2) are better related to X(1) in a step-wise process followed according to some
suitable criterion.

- Indirect gradient analysis

Indirect gradient analysis is based on the assumption that the variables
describing the landscape are good indicators of the landscape states. It is
assumed that the landscape pattern is determined by all the environmental and
historical factors that can be and that cannot be measured and that the pattern is
indicating both the environmental situation and the environmental impact of
human activities.



Indirect gradient analysis uses only the matrix X(1) to get ordination axes. The
explanatory matrix X(2) is only used to try to explain the pattern of X(1).
Indirect gradient analysis does not require that the explanatory matrices have
the same number of colums of X(1). Their number of columns can be less that
the number of columns in X(1). The ordination axes obtained by SVD of X(1), or
of Q matrices obtained by different resemblance functions applied to X(1), are
used for detecting gradients and for what ter Braak (1995) calls calibration, i.e.
the prediction of scores of explanatory variables. In this case X(2) is rearranged
according the ordination axes obtained by X(1). Along these axes, or along non-
linear combination of them (projections of OGUs to curves or angular
seriations) the scores of variable and/or those of environmental variables are
plotted (Feoli and Feoli Chiapella 1980).

4. Ordination based on classification and fuzzy set theory

The ordination methods based on SVD and eigenanalys of a matrix X (or of its
submatrices obtained by separating groups of variables) are generally
maximizing dispersion or correlation. When the OGUs are classified into
groups by explanatory variables, a direct ordination can be obtained by
Discriminant Analysis. In terms of equation 2), Discriminant Analysis (DA) is:

(WB-Ailp)T;= 0

where W1 is the inverse of the matrix of covariance of the variables within the
sets of OGUs and B is the matrix of covariance of the same variables beween
the sets of OGUSs.

B(2) ordination axes are obtained by B(2) = T'X(2). These axes maximize the
separation between the sets of OGUs. Discriminant analysis allows to find what
are the variables that better discriminate the OGUs sets and also gives the
probability of each OGU to belong to the sets under the assumption of normal
distribution, linear correlation and equality of variance-covariance of the
variables within the clusters. All these limitations are rarely met in data
matrices, however they can be tested and the tests can be useful to understand
landscape patterns rather than to prove hypothesis (Feoli and Lagonegro 1991).
Discriminant analysis (DA) can be also used as an indirect ordination method
when W and B are obtained by the dependent variables. To avoid singularity
problems, the number of variable should be always less the number of OGUs in
the sets. This is rarely met. A way to overcome this problem is to group variable
in sets before DA. In this way OGUs are described by variable groups (average
scores of the variable in each group).

Another method of ordination based on classification is the one proposed by
Feoli and Zuccarello (1986, 1988). This is based on fuzzy set theory since the
ordination axes are given by the degree of belonging of OGUs to sets of OGUs.
According to fuzzy set theory a fuzzy set is given by a set of elements with their
degrees of belonging to the set (see Feoli and Orloci 1991 for references). In this
method the similarity matrix Q is considered a fuzzy matrix, where each OGU



represents a set. The similarity measures (ranging between 0 and 1, with 0 no
similarity, 1 identity) in the i-th row or j-th column (i=j, being the matrix
symmetric) are the degree of belonging of all the OGUs to the set represented
by i-th OGUs. On the other way, they are also the degrees of belonging of the i-
th OGU to all the sets represented by all the other OGUs. Fuzzy axes can be
obtained by averaging the values of similarity in a matrix of similarity after
having rearranged its rows and columns according to some classification. The Q
matrix becomes a rearranged Qp(nxn) that is transformed in a Qp(nxc) matrix
where c is the number of clusters (sets). The ¢ clusters can be obtained by any
classification method, provided, and this is essential for fuzzy set theory, they
are well characterized, i.e. "conceptualized". Each set has to be described by
variables that have been used for classification or that have been added later.
For doing this it is essential to rearrange the original data matrix X according to
Qp(nxn) and discovering what are the discriminating variables. Once
discriminat variables have been defined the sets are characterized according to
them. In this way each j-th vector of the c vectors in Qp(nxc) is associated to a
variable or to a set of variables higly correlated and represent the degree of
belonging of all the OGUs to that set, each j is a fuzzy set. If the values in

Qp(nxc) are adjusted to the row totals in order to get Z]- & =1 (with & = degree

of belonging of i-th OGU to j-th fuzzy set) Qp(nxc) represent a fuzzy partition,
let call it Fp(nxc). SVD of Fp(nxc) gives the representation of the fuzzy system
space where the n OGUs and the ¢ fuzzy sets find their mutual position. This
method of ordination can be applied to any kind of matrices and it is not
confined, as DA, to variables measured in ratio scale. When the data are mixed
(alfanumeric, ordinal, etc.) Q matrices can be obtained by suitable similarity
measures that are not based on scalar product, such as Gower, Burnaby or
Goodall's similarity indices. Direct gradient analysis can be done using the
matrix ®(nxm) obtained, as was suggested by Feoli and Zuccarello (1988) by
multiplication Fp(nxc)E'(cxm). ®(nxm) is a matrix that describes the OGUs by
the variables in E(mxc). There are many ways to put values in E(mxc): average
values, maximum values, the most probable value, etc. The result in ®(nxm)
depend on the way chosen. ®(nxm) represents a new description of all the n
OGUs, (notwithstanding data were not collected for all the OGUs in E) in this
sense fuzzy set ordination can be considered an interpolation method in the
fuzzy system space. If the values in ®(nxm) are adjusted in such a way that the
row totals are equal to 1, than ®(nxm) is a fuzzy partition with m
environmental fuzzy sets. Each column represents the degree of belonging of
OGUs to the sets defined by the j-th environmental variable. The SVD of
®(nxm) represents the fuzzy system space where OGUs and environmental
variables find mutual position. Once defined a fuzzy partition, let say Fp(nxc),
many other fuzzy partitions can be obtained by matrix multiplication. Keeping
the ¢ fuzzy sets as axes all the objiects that may belong to the c¢ sets
(environmental variable, morphological characters, chorological, etc.) can be
overimposed into a single ordination, examples are given by Feoli and
Zuccarello (1988, 1992, 1994) and Banykwa, Feoli and Zuccarello (1990).



5. Conclusions

Mapping multidimensional spaces described by X matrices is a good exercise to
study niches of land cover types and to study relationships between variables
or sets of variables and between them and land cover types. Data analysis is
often criticised for not being enaugh explanatory: elements of deductive
approach are considered missing and the methods are considered not
predictive. This criticism is not realistic. It is true that the mechanistic element
in landscape studies is weak, but it is also true that cannot be stronger owing to
the complex nature of landscape. Landscape is a self -organizing system, objects
or entities that can be described by several variables (characters) are in a certain
area for historical and ecological reasons that cannot be modelled in a
mechanistic way. Shapes of features are the results of many interactions.
Based on SVD we are able to model clusters in multidimensional space by
creating new data by interpolations or extrapolations in the space defined by V

in X = UAV". Iterative calibrations according to ter Braak (1995) can be done
accordingly. The space defined by V based both on real or fuzzy data, can be
used to find the position and width of the ecological niches of variable and
communities in the ecological space (Zerihun et Al. 1989) and can be used for
detect or simulating gradients by direct or indirect methods.
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Multicriteria Analysis:

Establishing priorities

(notes from the book of T. Saaty 1999 Decision making for leaders: The analytic hierarchy process
for decisions in a complex world. RWS Publications University of Pittsburg, 322 Mervis Hall)

Calculating the priorities using an approximation method

Let have a Saaty’s matrix of pairwise comparison between three criteria:

C T L
C 1 1/2 1/4
T 2 1 12

L 4 2 1

Column total 7 35 1.75

A normalized matrix is computed by dividing each element in the matrix by the corresponding
column total

C T L
C 7 17 177
T 27 27 277

L 4/7 47 477

The priority of each criterion is calculated by averaging the row scores of the normalized matrix

~ In the present example it is:



Priority C = (1/7+ 1/7+1/7)/3= 1/7=0.14
Priority T =(2/7+2/7+2/7)/3=2/7=0.29
Priority L = (4/7+ 4/7+4/7)/3= 4/7= 0.57

The concept of consistency:
In the example we can see that C=1/2 T and that C=1/4 L so that 1/2T =1/4 L which brings T=1/2 L

that is what we have in the Saaty matrix. This proves that the matrix is consistent. Another proof:
of consistency is given by the fact that Lis 2 T, and C is 1/2 T so L should be 4 C, that is actually

what happen in the Saaty matrix.

Calculating the priorities using the exact method

This is based on the idea of consistency. If the matrix is consistent all its powers (multiplication of
the matrix by itself 1 time = power 2, 2 times = power 3, etc.) give the same priority or dominance

pattern.

When the matrix is consistent, the normalized sum of each row tells us how much each element
dominates the others in relative terms. The sum of the entries in each column tells us how much
each element is dominated by other elements.

To derive the priorities from the matrix we add the numbers in each row and divide each of the
results by their total sum to obtain the normalized scores. The operation is repeated till results are
stabilized. (In the approximation method each value in the row is divided by the sum of the
corresponding column!). The resulting vector is approximating the first eigenvector of the matrix,
1.e. the eigenvector corresponding to the first eigenvalue of the matrix.

If the matrix is consistent the product of the vector of the sum of the elements in columns by the
vector of the normalized scores is equal to n, where n is the number of elements (criteria). If the
product 1s higher then n it means that the matrix is not consistent.

The inconsistency is assumed to be generated when the scores in the pairwise comparison matrix
the values are generated by random.

The ratio CI= (eigenvalue - n)/ n-1 is the consistency index, the consistency ratio is given by the
ratio between CI and CIR where CIR is the consistency index corresponding to a completely
random judgement (there are tables for this!!!). If the consistency ratio CR= CI/CIR is less than
0.05 the matrix of Saaty can be considered good!

There are computer programs for calculating priorities, CI and CR. IDRISI is calculating them
automatically within a GIS environment. EXPERT CHOICE is doing out of a GIS environment.
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Focus on the Impact of Industrial Development on

Marine Environment and Landscape
by Nicola Candeloro

At the end of second world war, more than 50000 of people worked into the lead and zinc
mines of the areas of Sulcis-Iglesiente. When the Italy State has opened its market to abroad trade,
the lead and zinc production became not economic convenient. The companies started to reduce the
employees and, in the same time, the unemployment was going to increase in the area. The Unions
and the local authorities required an alternative to the mine production to reduce the level of
unemployment. The government decided to transform the land of Portoscuso, a village of farmers
and fishermen, in industrial zone. The state companies havebeen required supporting the
government decisions. They designed and set up the Alumina refinery, aluminium smelter, lead and
zinc refinery and the facilities to support the activities of plants. The chimneys of plants replaced
the vineyards. More of 5000 people were employed during the phase of the construction and the
same number were involved to run the plants. Fishermen and farmers have been transformed in
workers. Portoscuso transformed itself and in few years the residents increased from 500 to 7000.
At the beginning all the people were satisfied of the situation. The problems started when the
company reduced the number of employs and the environment issues became actual. During the
first phase of production the waste material of alumina and lead and zinc refineries has been put in
the open pond. When the resident of Portoscuso became to protest against the companies, the
authorities imposed the construction the new ponds and reduced the limits to the emissions and the
area has been declared “Area ad alto rischio ambientale”. This declaration imposed to the
companies the recovery of the polluted areas. Actually the companies are involving to burn the low
sulphur oil, cover the stock pile to reduce the dust, increase the efficiency of process to reduce the
off sets and design the recovery of polluted areas. In the same time it is nearly impossible to
construction new ponds. The future of plants of areas is uncertain and depends of the public opinion
that prefers now the tourism to the industry. The history of Portoscuso shows it is very important to
consider the interest of the stakeholders before those of shareholders in marine environment.
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