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1. INTRODUCTION

1.1 Background

The implementation of an industrial project is a very oomplex undertaking which
involves a multitude of inter-acting functions. Some of these are planning the
sequence of activities in the project, setting up the schedule of their implementation,
making an appropriate distribution of the load on resources, assuring that the ocapacity
of the resources is not exceeded by the demand on them, appraising alternative courses
of action for implementation, and co-ordinating the efforts of many people and agencies.
All these functions are directed toward the goal of completing the project within the
1limits of the specifications set for it and under the most optimum combination of
time end cost.

This undertaking is even rendered more diffioult in developing countries, where
resources are mors scarce, efficiency is lower and delivery times of goods and sources
arc longer than those in industrislly sdvanced countries. All this is ocoupled with
a lack of managerial experience, a scarcity of techniocal skills, and an abeenoce of
the required irdustrial base. This poses tremendous problems for the managers in
developing countries who are responsitle for the construction and putting into opere~
tion of industrial projects. They are required to make decisions on a large nunber
of questions ariaing during the implementstion process, taking into consideration all
the facets of the projects. In such situations, systems analysis would be of great
benefit. Systems analysis assists the manager in looking at the project as one whole
to whioch each activity fits as a part, and making deoisions with reference to the
total project.

1.2 m;nﬁg of the BM

After the introduction, the second chapter attempts a definition of the areas
related to the study of systems, namecly, operations research, systems analysis,
systems engineering and the theory of decision.

In the third chapter s system definition is given to industrial project imple-
mentation, both at the project level and at the organisation level. Several sethods
of system description are explained and applied to projeot implementation, in the
fourth chapter.
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An application of the systems analysis approach to a specific problem in project
implementation is presented in Chapter 5. This is a new approach based on intensive
rescarch conducted at the University of Illinois in ccllaboration with . J. Dunne.

The problem of critical resource scheduling is presented in Chapter 6. Decision
making in systems is treated in Chapter 7, and is followed in Chapter 8 by a dis-
cussion of the control system needed for implementing decisions, together with its
associated information feedbaok system.

In Chapter 9 some suggestions for systems improvement have been given, with
particular reference to the problems of the study.

Chapter 10 focusses on the question of evaluation, that of the system and also
of the system approach. Finally, some recommendations are proposed in Chapter 11,

. A




2. SCIENTIFIC DISCIPLINES RELATED
TO SYSTIMS

2.1 Operations Research

It is very difficult to define a field of scientific or professional specialisa-
tion in one paragraph. However, it will be of great help in outlining the scope of
the area of specialization dealing with the study of systems and the making of
decisions, to point out some characterisations of each. Our starting poiat is
operations research, which is the best known among these fields.

Ackofr-}/ ona of the pioneers of O.R., asserted that Operstions Research oould
Ybe oconsidered as being;

(s) The application of scientific method

(v) by inter-disciplinary teams

(¢) to problems involving the control of organised (man-machine)
systens so as to provide solutions which best serve the purpose
of the organisation as a whole.

Richmond® described it as an approach to problea solving

Ackoff and mvﬁt}/ pointed out that the essential characteristios of O.R. ware;

(a) S8ystems orientation (the study of whele integrated sywtems
as oontrasted to the analysis of loocalised problems)®

(b) The use of inter-disciplinary teams (in erder to assist in
formulating an integratod description of the system)®

(o) The application of O.R. methodology.

3/ Ackoff, R.L. und M. Sasieni, "Pundamentals of Opersticns Research”,
Wiley, New York, 1968.

_g/ Richmond, S.B., "Operations Research for Kanagement Decisions®,
The Ronald Press, New York, 1968.

Ackoff, R.L. end F. Rivett, "A Manager's Guide to Operations
Research”, Wiley, New York, 1963.

» The phrases between parenthisis are due to the author.




Wagner#/ however, stated that the distinguishing characteristios of O,R. were,

(a) Aprimary foous on decision-making .

(b) An appraisal resting on economic effectiveness cri‘eria
(¢) Relisnce on a formal mathematical model

(d) Dependence on an electronic computer.

The oredit for the whole system (or holistic) approach to studying system
problems, goes to the pionaers of O.R. Nevertheless, the emphasis on whole systems
has temperesd in O.R. studies since the inception of this discipline due to the
limitations of the techniques used. Also, the need for, and the appointsent of,
inter-disciplinary teams has been reducud by the emergence of a large musber of O.R.
specialists. Actually, inter-disciplinary teams now sot as a support, and not &

substitute, to the O.R. specialist who brings to the prodlems under study his know-
ledge and skills in O.R. methodology.

Although ecomomic effectiveness remains to be the most important single criterion,
it is by no meana the scle objective a manager or an enginesr tries to achieve,

C.R. applications adound in examples in which other important mmu, such b
reliadility, were pureued. Perhaps the second characteristic mentioned Yy m
could better Yo stated as “an appraisal resting on quantitative oriteria”.

The electromic oomputer is, of oourss, most useful in large-scale prodlems, but
it can hardly be comsidered as an imtegral part of every O.R. study.

In cosence, tw primary characteristio of O.R. is its mothodology, which relies
humyu.mmwuawormuumum models, in
which optimisation plays an important role.

Again, Ackoftescrived the phases of an application of O.R. methodology %0
problem solving as;

(a) Pormulating the probies

(v) Constructing a methematical model

4/ Vagner, H.N., "Principles of Operations Research”, Prentioe-Hall
Incorporated, Tnglewood Cliffs, New Jersey, 1969.
Churchman, C.W., R.L. Ackoff and E.L. Arnoff, "Introductiom to

b4

Operations Research”, Wilasy, New York, 1957.
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(c) Deriving a solution from the model

(4) Testing the model and the solution derived from it
(e) Tetablishing controls over the solution

(f) Putting the solution to work. Implementation.

2.2 System Analysis and Systems Tngineering

A "System" ie any collection of inter-acting elementa that operate to achieve
a gonlé'/ The systems which O.R. and related fields are applied for theis study have

the following characteristice in common:

(a) They are at least partially oontrolled by man.
(v) The major variables can be expressed quantitatively.

(o) There is some degree of man-machine inter-action; the
machine i.;tohvimdhcﬂmdlyumyW%
physical facility.

3

Organisations of all sorts represent a special class of such systems. Exanples
are industrial, service, commercial and financial firws, educationsl institutions
and military organizations. Other types of systems of interest to O.R. mea are
complex engineering systems such as trangportation, utility asd elestrio networks,
and weapon systems.* Lately, large scale projects have besn viewed a8 systons which
are subjeci to the same methods of study. [Examples are space and construction
projects. Subesystems of these systems may constitute identifiable (but not
independant) entities; for example, an industrial organisation embodies productiom,
inventory, accounting, control and other systems. Sub-systems of this kind may also
be amcaable to the applicatioa of O.R. methodology.

Industrial engineers have contributed to ihe solution of many problems pre-
taining to all types of systems, with the application of the methods of O.k. and
related fields. ‘

‘6/ Timaghraby, S.E., "The Analysis of Production S;nti.l", himl" New York, w.

» It is to be noted that the field of Systems Analysis started with Weapon
Systems Analysis.
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One of thu important ficlds allied t~ 0.0, is "Systems Aualysis" (sometimes
known as Systems Tvaluation). QMJ/ approached an explanation of systems analysis
in the following wouds,

“In the absence of a goo. V...’ l:f..s.dun, Systems Anal/eis, ...,

oan be characterized as "a systematic approach to helping a

decision-maker choose a course of action by investigating his full

problem, searching ou: objectives and alternatives, and couparing

them in the light of their conseguences, using an appropriate frame-
work - insofar as possible analytic ~ to bring ¢xpert judgement and

intuition to bear upon the problea™,

This characterisation of system asalysis makes it look very similar to O.R.,
vhich it is; after all the two areas eserwed from the same origia, assely, the
improvement in the design and utilisation of weapmes systens. lHowever, there are
some significant differences between the two areas of endeavowr.

It has been pointed out by specialists in systems amalysis and O.R, thet the
former discipline undertakes strategio prodlems while the latter tackies tasticsl
ones. This implies the following: '

(a) 1In soops; strategy studies temd %o iuvelve a lenger segasmt of
the organisation, and consequently they address themselves Vo
answering the noeds of decision-makers of higher rank.

(5) !a'ma strategy studies tend to evolve long-vange plams.
They m;uy have as end products decisions or designsy which
have long-range implications.

(o) In end-orientation; sicsiegy siudies tend $0 be more imvolved
in problems of formulating orgenisational cbjectives and policies
rather than of finding means of reaching the objeotives amd
making operational decisions. |

() 1In weight. tus impact of strategy studies on the eynten &8 & whele
is geserally more promounced (as well as morc durebie). This omn
be measured by the amount of momey iavelved ia the deocistions, the
risks faced, the extent of change to be introduced and similer indices.

Quade, T.S. and W.I. Boucher, (Dis.), "Systems Analysis and Policy Plaaning -
Applications in Defense", Ch. 1, Elsevier, New York, 1968. ‘
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Also, systems approache ' bv systems analysis studies are generally more complex,
in terms of thc number of components they contain and the degree of complexity of inter-
relationships among the components. hen this is the case, methods of O.R. may be

used to tackle gub~system problems.

Another aspect somatimea uged to distinguish between O.R. and systems analysis
ig that the former arca attempts to optimise the use of existing facilities while
the latter cims at proposing new facilitics. This is not always true since some
0.R. studies end by a recommendation cf new facilities and some systems analyses propose
fundamental changes that do not involve the acquisition of any hardware.

Dua to the complexity of the systems they study, and their strategy orientation,
sys.em analyses tend to be less formal in the construotion of the mathematical
models they use, and less concernad about the application of optimization techniques.
Instead, they rely more heuvily on graphical methods, simulation, heuristiocs, and
approximate solutinns, and use as inputs more qualitative (as contrasted to
quatitative) statements than are generally observable in 0.R. studies. Consequently,
the judgemental clement in systeme analyses play a more important role than in O.F.
work.

1t should be pointed ~»ut here that these qualifications do not make systems
analysis any lé-u important than 0.R. Systems analysis, as 8 discipline, should be
cvaluated in terms of .ta only posmible existing altornative, the absolute reliance
on judgement in the solution of extromely important systems problems. It is also
to be realisei that it is a very receut field whose tools are atill in the process
of being sharpened.

An expression which emerged rlong with 'Systems Analysié#' is "Systems Dngineering”
Sometimes the two expressions aro used inter-changeably. However, systems engineers
asserted that their main emphasis was on the design of systems as contrasted %o
improving their utiligation. Although systems engineering had the same origin as
poth O.R. and systoms analysis, it has been mainly advanced by electricul enginesrs
who drew heavily on feedback, control, and servo theories and on informaticn theery.

The characteristica of the clase of systems which are studies through systeas

ongineering have been described by !-'iacl1018 aB;

R/ Machol, R.7. (7de)y "Systems Ingineering Handbook", Cha. 1, McOraw-Hill,
New York, 1965.
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The system is man-made, from equipment, or "hardware'.

The system has integrity - all components are contributing to a
common purpose, the production of a set of optimum outputs from
‘the given inputs.

The system il large - in & number of differsnt parts, in replication
of umiioalvpntn, perhaps in functions performed, and certainly
in ;uﬁ. 4 |

The system is daaplcx - here it is taken to mean that a change

‘n one variable will affect many other variables in the system,
rarely in linear fashion; in other words, the mathematical

nodel of the system will be complicuted. '

(e) The system is semi-automatic, which means that computers slways
perform some of the funotions of the systems and human beings
always perform soms of the functions of the system. o

(£) The system iaputs are stochastic.

(g) Most systems, and especislly the most difficult systems, are
oompetitive.

analywis and systems engineering, there are some areas of differences. Systems
| analysis is more interested in "management systens”, those in which the allocation
{ of humen and material resources is an important aspect, and decision-making plays &
| vital role. Onganisation studies fall into that category. On the other hend, Systems
] engineering is mainly concerned with nengineering systems®, thoee in which the design
§ of physical facilities (in relstion to certain hrman uses) is the most importamt =
outcome of a study. :

A field of specialisation which bears close resexblamce to O.R. systems analysis

{ and systems enginesring is known as "oybernetios”, and was introduced ty Norbert ﬁnﬂy
{ mne term "oybernetits® is an sdaptation of the latin word gubernater which is derived

§ from a Gresk word meaning "stesrsman”, The subject is oonoerned with the notion of

§ feedback, information and control as applied in automation. It drewe perallols

{ between the functions of man and machine and thus borrovs heavily from biophysios.

§ituch of the ground covered by cybernetics is alresdy mow integrated in our three

areas of interest.

19/ Viener, Norbert, "Cybernetios”, Wiley, New York, 1948.




2.3} Decisicn Theory

The process of decision making has been the gubject of study by two different,
but converging groups. the behavioral scientists and the mathematicians. Roughly
speaking, the behavioral scicntists take a ndescriptive" approach, in which they seek
to learn about how decisions "are actually” being made by individuals and groups,
while the mathematioians look at decisione from a normative point of view, attempting
to reccomend rules for how deoisions "ought to be" made. Naturally, the sathematicians'
enphasis is on optimization, drawing heavily upon probability theory and statistios.

TLe tvo approaches are convorging as a result of the interest of members of each
group in the other group's approach. In fact, a good desl of the latast developmentis
in statistiocal decision theory has been contrituted by social scientists, and oon-
versely, it is due to mathematicians that the first attempts at ‘messuring utility
and preferences were made.

The interest of statistical decision theory in mathematical models and optimisation
in relation to decision-making makes it almost synonymous with O.R., However, ressarch
conducted under decision theory puts a greater emphasis on utility ss a measure of
preferences, and takes an approach based on subjective probability, modern utility
theory and the new methods of Bayesian gtatistics. In spite of the fact that decision
theory started to blossom in the early fifties, based on earlier developments in the
theory of games, the 1iterature of O.R. did not include significant discussions of it
until the middle sixties. Apparently, O.R. methodology could benefit from decision
theory specifically in the areas of competitive models and sequential decision-
making under risk.

On the other hand, it was vividly demonstrated by behavioral scientists that
normative decision theory, in the prooess of struoturing rcles for "rational” decision
making, vesed its argumentis on assumptions that are not always valid. Foremost among
these is the assumption that an individual, or a group, will behave, or at least will
like to behave, rationally in a decision situation. A great deal of light has been
recently shed on the dynamiocs of inter-personal inter-action, and itse relationship
to decision-making and problem solving, which is of extreme importance to the develop-
ment of a realistic decision theory.




2.4 Applications

It should be clear that the four arcas - operations research, systems analysis,

systems engineering and decision theory - can be very powerful toole in the hands of
the cnginecrs and mansgers. For example, techniques of O.R. (also knowmn as operations
analysie, operations evaluation, systems research and management science) are being
used in mechanical engineering for the solution of problems of heat transfer and
deaign. The most important of the techniques applied are those of optimisation such
as linear programing and dynamic programming. Chemical engincers also use dynamic
programming to ontimize multi-stage chemical processes. Civil engineers apply systems
analysis in the study of comstruotion projects and uso network theory in the analysis
axd design of transportation and utility networks. Also, slectrical enginecrs use
systems engineering as one of their powerful tools.

Outside engineering disciplines, business achoals have been staunch advocates of
| the introduction and application of 0.R. methodology, often going under the name
wquantitative methods” or "quantitative analysis”. Besides, they were piomeers in
the teaching of decision theory and the application of its oomoepts and techniques
to management prodlems. Also, schools of eoconomics heve included O.R. in their ‘
owrricula. In sddition, some mnthematical techniques such as linear programming
have comstitutid central theories in the subjects of mathematinal eoconomice and

1 oconometrics. Indeed, it is due to the efforts of a renowned sconomist (Leontief),
| that input-output analysis, the forerunmer of linear programming, has been introduced.
1 Last but not least, the subject of decision theory is of interest to behavioral

§ scientists, especially psychologists, sociologists and social psychologists.

There is no need to emphasise that there is much to be gained from an interaction
 ‘ among these areas of specialisation in activities related to systems. Indeed, it is
the objective of this study to explere areas of application of the systems approach

{ to industrial project isplementation in developing countries.

Por furthe: clarification of the definitions of arcas related to systens, &
list of the topics moimally oonsidered to belomg to each one of the form areas is
listod in Appendix A. ‘
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3. SYSTEM DEFINITION OF PROJECT DﬁPIEVE‘]NTATION

3.1 Definition of the System

-

Regardless of the approach used in 2 gystems study, the starting point must

e a Pproper definition of the system. In general, 2 gystem is: =

(a) a set of cloments (components)
(v) which are interrelated,
(c¢) serving from function(s),

(4) ant seaking some sbjective(s).

The first thrce attritutes of a gystem would equally describe a respiratory
gystem, the golar system, and an industrial projecte. The stipulation of the lést
attribute specifies the lind of gystems we are interested in, those which are -
purposeful. They are mon-mochine systems in which man plays the dominant part.

Ghurcmu-lgj atated that five basic considerations must oo kept in mind when
thinking about the meaning of 2 system:

(a) The total gystem objectives and, more gpecifically, the performance
measures of the total system.

(v) The system's onvironment — the pixed consiraints.

(¢) The resources of the system.

(4) The components of the system, their activities, goals and meagures
of performance.

(e) The management of the gystem.

It is appropriate ot this gtage to raise the question, "In {ndustrial project
implementation in develioping countries, whot i8 to be defined as & gystem?" An
angwer to this question is & prerequi.site to applying the previous thinkings
Mevertheless, there can be no unique answer 40 this question. Instead there are
many pOﬂBibilitieB, of which the following three seem to be the most meaningfuls

(a) An industrial project.
(v) A set of related projects.

(c) An organization in charge of industrial pro ject implementat .on.

sl A A - B pReapay'S 2 2 e PR

}‘Q/ Churchiman, Cetley "The Systems Approach",; Delacorte Press,
New York, 1968.
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The broader the aystam is dofined, the more complex it 18 nd the more
difficult to study, but, at the samo time, expanding ths definition of the system
offars an opportunity for co=ordinating the utilization of rcsources for maximum
benefit.

The definition of the boundaries of ths system under study hos always been

one of the most ncgging problems fucing gystem analysts. To be sure, the proponents
of the "whole system” or “holistic approach insist that no problem can be meaning-
fully solved unlcss the "t{otal aystem'' in which the problem is embedded is taken
into consideration. But this approuch is limited by the fact that every systom

is ombedded in a lorger system and so on until the whole universe is contained,

and there will always bc an argument that some variable in the larger system will

hove an influence on the operation of the specific problen in question.

The systems analyst, however, looks for o practiocal guide for the delineation
of thc boundaries of his gystom, and perhaps the following considerations might be
of help to him in this respect, ns they provide the factors which should inflﬁence
the scope of the system under study.

(a) The position of the cliont (the person, or persons, who requests, or
requost, consultant help for analyeing probloma of project implemantation).
The 1i-it in this case is suggested by the scope of the organization
(or sub-organisation), which is hoaded by the client.

(b) The degroe of interaction between tie factors directly influencing the
project (or orgeaization), and other factors outside the project (or
organisation) headed by the client.

If for exandle, o project uace rosourcca waioh are not computod for
by other projucts cxeopt ninimally, then it my X considcred o4 a
separate aystem.

The degree to which the attainment of the objectives of the projeot is
affected by outside factors, in other words, the sensitivity of the
objective function to such fotors.

The controllability of outside factors by the clicnt. There is no

meaning in considering a variable as subject ¥o manipulation, whon it
falle complotely outside the domain of the people using the reccmmendations
of the study.




(¢) Tne abtility of 1w systems analyst Limself, whether he is a member of
the organization or an outside consultant. Icr a beginning analyst, it

may be expuedient to practice his knowledge on a 1imited problem, and as

he gathers cxperience, hec may expond the sCope of his studies.

The set of clements apparently rclated to o 3tudy of the implementation of an

industrial project or a set of projects can be o larpe o8 to prohibit the establish-
mont of meaningful rclationships among them. A primary clagsification of suoh
olemente into the following categories is often helpful.

(a) The system proper = thoso olcments affecting the study and within the
scope of complete or partial control by the client.

(v) The environment - those clomonts affecting the study but which are
veyond the control of the client.

(¢) The irrelevant elemonts - those which are poorly related to other
relevant elements or for which the objectives of ihe system are not

gonsitive. A procedure for identifying these elemonte i8 outlined in
the next chapter.

There are some argumenis whioh favour the expansion of the dofinition of the
systom undor study ina developing country.

(a) A develcping nation generally lacks the industrial base required for '
the flourishing of jndustry. This implies that the completion of a
project is often required before one or more other projecte can bo mede
use of. For axample, power plants are required before factories can Tun,
and steel mills are required before an sutomobile plant can produce, if
such an industry is not to rely entirely on imports of rav materials.

This neooositates co—ordination in the implementation of projects. which
are part of 2 plan.

(v) Resources are more scarce in o developing country than they are in an

industrialized onc. Thus tho need for co-ordinating +he implementation

of sevcral projecis, which call upon the use of scarce resourococs, becomas
imperative.

(¢) The urgoncy with which many omerging rotions are pursuing accelerated
industrial development prompted them %o create organizations which




_undartcke the task of planning for industrial levelopment, co-ordinating
the implamentetion of plans, and providing facilitics and services to the
units in charge of implomentation. This means that in thesc cascs not
only is co—ordination needed, but is is possible as walle. whenever suci
an organization exists; cystems analysts should attempt to address its

afforts to the solution of the total orgenization's problems.

Aftor this general axposition of the "aystems approach" os appliad to industrial
project implementation in developing countries, the details of the approach car be
better explained in torms of more specific examples.

3.2 The Project

Supposs that ie has been docided that the system actuclly congists of one

projoct. The five considcrations montioned in the previous section can now be

reloted to the project 18 a system.

(a) The project's objectives:

Given the dosign of any pirticular project, tho objoctives of its
implomentation may be anclyeed into four basic components: qu~lity, time, cost
and social value. Although the four are interconnected, an order of priority
could bo sct on them. “Quality" is genorally rognrded as a constraint, & set
of specifications which have to be satisfied, although it may be advantageous
$o reconsider the given quality stondards occasionally, in order to explore
tho possibility of relaxing them or improving thom as opportunitiocs arise.

In o developing country the attention that "ime* receives is voriable and is
depondent on o number of factors. Social émd nationnl sacurity pressure a8

wall as tho interest of gtockhold:rs may tend to accelerate the implomentation
of a project. On the other hand, the precise cost of delay is rarely estimated
and hardly influences the completion time of a oroject. Naturally, "oost" is
on important objective. Every prbject manager hc;.a 1 keen intoercst in
ninimizing it. Howuver, vdry fow managers ingtall systematic procedures for
cost estimation, evaluation and control. “Social values® play o particularly
important role when the project represents o national symbol such as an iron
and steel plont, or when it plays o poerticular role in the nation'’s security.
However, social values can be over—emphoaized, The role of the gystems onalyst

in theso cases is not to question thesc values, tut rather to evaluate and
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point out their economic costs. In fact, one of the anzlyst's first jobs should
be to try to establish the order of priority of the objoctives, making sure that
this order do2s reflact tho rea. systenm's objectives, and not just impressions,

faslings and opinions of some individuals.

(b) The project's environment:

As mentioned before, the environment consists of those f-ctors influencing
the project but which are beyond the control of its managers. They are deadlines,
limits on resource acquisitions, minimum specifications and other project con-
stroints. However, there may be a tendency to ovar-ostimote the environment, in
other words, to consider some factors as being bayond control while, with some
offort, they may be within control. For example, & project monager may feel that
he has acquired all the regources he can master, vhile with some exirs effort he
can obtain additional financing Or ManpoweT. At the sams time, there is an obvious
danger of overlooking the e xistonce of constraints on the system.

(o) The resources of the project:

These may be classified into: manpower (managerinl, technical, olerical
and manual), materials (equipment, row matorials, component paris, supplies),
information (blueprints, utilisation and ovailability of resources, stage of
completion of project, financial situation) and money.

(4) The components of the projects
Those are the basic elements which when put together they constitute the

project. They are gonerally mainly the activities of the project. As in any other
system, there is no unique way of defining the components (activities) of the
project. As the project is broken down into finer components, more interrelation~
ships can be token into consideration, but the system will become more complex.
It will also be more diffioult to ocollect data for the finer components. Howsver,
a useful definition of an activity is that it is 2 collection of tasks that are
highly interrelated but which are related to other tasks only as a group. In most
of the literature on projact implementation, activities are taken to be the scle
components of the project. A broader point of view would consider resources,
products and functions as component parts of the project.
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(e) The management of the project:
It is the managemcnt of the project which is being cdvised by the
gystems analyst. The basic functions of management are planning, controlling,
gupervising, and eva_luating. It is the task of this report to show how the systoms

analyst can help project managers to improve their sysiem's performance.

3.3 The Organization

If systeme analysis is appliod to serve the goals of an organization charged
with tho implemontation of several projects, the definition of the system will be
different.

(2) The orgonigzation's objectives:
Basically, the objectiv;a will be the same os those of the project,
except that they have to be sought for tho set of projeots as a whole, and not
for o single one by itself. Also, the implementation of a project is a process
which hag definite starting and ending points, whereas an ongoing organization has
no limit on the time horizon. This makes & difference, not only in the physical
breadth of the system, but also in its time dapth.

(v) The organization's environment:
4 As the system enlarges, the varicbles ander its control increase, and
,  what is considered to be an environment from the point of view of one project, may
be & controlleble variable frum the organisation's point of view. This is because
an ongoing orgonisation would have command over more resources than a temporary
pro ject.

(¢) The organisation's resources:
3 Foremost among the resourcos which are more accecsible to an ongoing
organisation is manpower with skill in implementation of industrial projects.
f Another is construction equipment vhich ocan be deployed direc¥ly by the organisation
§ rather than having to subcontraot for their use.

(d) The organization's components:
, The components of ihe organization are not to be taken, as in tho
Stroditional view, as its divisions and departmenta. Rathor, they are to be described
in terms of the basic cotivities of the organiszation. From this point of view, an
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may consider o single project

implementation plan for a large set of projects

as o component of the systea.

rgonisationt

(¢) The management of ths O
4the implementation of

In addition to managing
ment of the organisat
in a plan.

one project, the manage-=
smong the verious projects

ion faces the task of co=-ordinating
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1 L ¢ic Corsidc.ation in Srgtem Descriy . ion
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Given o definition of the boundery of thc system cnd its objuctives, ouc oon

srucced with the gystom dcecripticn. g »roviously menticned, there is no unicue woy

1 of describing o systom, and the way it is to bo Acsoribed hin cs wyon the eystem rorle
~n¢ thoe objuctive of tho study. .ny study stcrte with - sct of quesiionn whioch are in

nocd of on enswor. For exem)le, "hat is the minimum comsloiion time for the Jrojeot™,

Ytor "het rrc the 0dditionzl resources which mizht be neuded if the ~rojeot is to e

fcompluted in so many weeks nhead of schcdule?, or ''hot is the Lust sohedule for the

sterting detes of oech oroject in o set of srojects?" tho .nsver to cooh one of the

orevious cucstions requircs o diffcront oot of dato and o Qifferent orsanigation of the

otn.  Tho systoms anclyst is ofton iven o numbor of questions, for which he is

'f. syuired to provide onswers. + gkillful enalyst ;'auld. stert by uostioning the
§.uceiions themselvos. For example, if the aestion is, nHow much vould ii cost to

$ cduce the oroject duration Ly so many vecks?", he moy bulld wy o ocse oninst restrict=

g, the choico for that specificd amount of coduction. Ho may crrme for locwin, the
:, wostion of the desired roduction open to o timizotion to other with thet of comt.

1'ith the detcrmination of the sco)e, objuctives and questions %o be onswered, the

d oblum undor study is now formulated. Tac noxt step is to idontify the vnriables

$olovoant to the study. 1;st of such varichles is Jossible to construct. Howewer,

i

4 is imrortent ot tho onsct to deeide woon the nottersn of orrenisation of dota. *

8 cin, this should be oriented towerd both tha systom objeciives and the wey tho dato
B-o oing to bo used. In wineionle, all the requircments of o projcet should be

isted accordin: to their ultimate wsc rather than thoir common function. Thevefore,
f cezptontors ore nooded to construct o shack &s o tom)orary officc Por the roject

Buervisor ond leter to construct doors and windors for the offico buildin:s after

hoy oro finished, the orimc olassifiontion of the capenters wonld he tiaeir use in
he Hrojeot, and a secondory clessifiontion could be their velonyin to the cardentry
); artment or oorpentry subecontreotor. Pokin - thie ayjrocch, it may bo ondy
boccasary to identify o teem consistins of oniponters, masons and olzetricians ~s &
o Herforming, o oerticuler job yether thor by the profussions of iie members, which
~y comc os - socondory classification.




Te2 T;“.:’tr. Jr :‘.";i:.::\.tigt:

Comdoneints of ony systom cre contrined vithin 1-. er com,onents and 8o on. 'hen
the comronent is comolex cnov h it is erlled o sub-system. In foct o comrleto system
may Lo & comodone t in caother lor -er systom, such ns, ¢ wrojuct may be o comdonent in

~ Hloa of » sot of Jrojects.

Goias; Locl to the besie combonents of ¢ wrojeet, the datr cbout these comyonents
(mon, matericl, cetivitics, cte.) cve formed into vecords, ond records arc formed into
files. usome orderint method is necessary no thrt informetion can he easily obtained
when needed. File or gonizsiion his > rticulcr imoortance vhen daoto must be collected
for sysiem definilion, or fo the desi'n of irformciion sysiems with store;e joints
for dot~ in the informction flow secuence, 18 con be seen, industrial Hroject
im>rlementation is an zotivity vherc this is needed. 'the need bacomes more urcent if
electronic dote srocessin : facilities ore used, and such facilities may be easy to
justify for o permanent o enization in chorse of the im-lementation of industrial
arojects,

The orderin: method os used in file or-cnizoiion implies a hierarchy of clecssi-
ficotions, thet is, broader clessificuiions, theu less brocd 2nd so on down to the
specific. The following is an excmple of hierarchies of classifioation of vorkers:

1. Pargonal Doto

A

Lo lome
1. Lost
2. Tirst
3. Middle

3. lddress

1. Gity

2. Sireet

3. “treet NMumber
Ce. Marital Stotuu
D. . Tumber of Derendents

ITI. SKkill Daic

Moo Croft e
. 81111 Level

Ce 6ucction~l Level

[




Jo' Ttz

Jol. Tleme

2o 1nte of Doy

C. w~ aloiivy
W osk 'asirmnment

‘o tesk Tome
. Loertion
C. Twetion

Afccording to this order, the lost name cesumes more imnortance than the first,

and craft tyre >recedes skill level. It is clear thot any Lierarchy is artibrary,
but it must be geared to the vay datc upe o be used. 'The rouring of dats most

§ frequently demcnded in dete .etrieval should be the one assuming the ton level in the
hiersxchy.

Van Cowrt Hore _1_;/ sp)ocifies o systemntic method of system definition os followms
"1, List, with apironriate nome, each element to be defined,

2. liumber,or othervisc code, each element to Le listed. A simple
serial listing is often satisfoctory here, but if loter rowrin~
of olements is contemplated, o ~extinlly vlocked code mey be used
to identify ~imiler elements.

Develo) cote ories for each trensccvion that moy Le encountered,

rnd develop o code or cheok list for these attribuies. Such 2 ocode
311 serizinly contain o sooce for the "Urow” and "To" alement

codes end will =lso oontein cdditionnl informction thei may be
useful iu loter annlyses. It may Le desirable to include some space
for & trenscetion (or rejort).

Conairvel, for ecch element, an clement sheet +hese physiocal form can
range from simple ci.de to extensive dossiers, ot resridless of the form,
the element shect shovld shov the eclement neme ~ind mumber, rnd shovld

bloc!: code is one in vhich chorncter, rosition and choice hove meaning, and
dericl code is one ia vhich cheracters are coidlied crhitrarily in secvence.
e, Vin Couxt, ' -etems !nalysis: ' Di-rmostie ‘Horoweh”, I rcowrt,
Dreoe taxd Yorld, e Yok, 1937,




syrevide e£ycce foe ihe gyeciliol . uastoLion Cate, viiich is o.censed

i1 o upitorm form-i. ‘'"ae clement sheet is vsuilly divided intov 1o
sorts:  onc .ecords tho ab uoecl 1afoms tion thet relotes incomin
cnd ouy 0ia . trouas. ciions to the iven elemenis: the othe. shovs the
detoiled info.moiion on Lrnnolormation  oocediwes At ihe element ~nd
detcil of onv files, <iowsn ¢ OT delsr thet occws i the element. . 0
fashruckion shezt, or meavol, contoiniar 1he method of dnia collection

ond the insiivetionn fo. fillin, out the elemeat shocts con then be

yrovided to o teom or tuvesii n~iovs, Lo ether vith rasi nments o
inves.irnte spccific elemcnts. he invesiispiors vill also noed 1o have
the coded zlemeni dictionc., o cross I'e fere-ce "o fill out the i:ansaction

code coricctly. |

5  Collect the inforn.tion ~eruvired on the clemeni sheeis (for havdyare
systems, ihe required forms mey be completed b pevercl desirn grow)s
or o tecm of ennjineers fruilicd with com;onent‘a')ecificationl and

connections)."

“agourcos ond ociiviiles of a >roject covld be identified vs the besic elementis
of the droject. ‘he ilems to e incluvled b +this stie moy e selected cabitiarily,
bearin~ in mind the uliimeie use to he made of them, Thereforoe, if only the »roject
ducotion cnd the criticul poth cee o e deiormined, the only information of relevaice
world be activiiies, their dvrations ond srecedence elaiionshios, cosuming no resovrod
10 be really ciiticcl. 'n the other acid, if o co t-duraiion cnclysis is to be
conducted, cost data for different durziions of certain sctiviiies wovld be required.
I+ is safer ot this siogje to collec, more inform~tion then rould Le normally rer vired,

as lon~ as further investigetion 11111 screen out the irvelevant elements.

nce the elements hove heen or wnined in this form, their ~sgembly, on the basis

of any cesired ‘rovyin , can be done by simply sorting them aoccording to the proper
selection of the trcnscotion code cale0ry.

.+3} hodel Duilding

The desci-istion of the systom entoile o descrintion of the relationships nmon?
itec elements. 'This descri>iion moy simdly Je in thz form of ~ shecification of a

gimile tyre of el.iionshin hetuee. differeat elements. lor exam-le, element

(zctivits) '°' orececes clementi (cctivity) 'D', or element ''' nses resource '3




| ~ad element D' uvsco resorrco "' o dven levels. Such info.mntion car e onmily

vecorded nn the elemen: cheet, .nc i8 very ensy o exirnet oad vse.

I'orc comnlex —eloiionrhinsg, in ithe form of mcihennticel ecw:tione or tronsfew
func.iony, re-mire .dditioncl effort and nuditioncl recording, procedure. Doie forms
1 of .cl-tionshise cre h/othesized ot this st e o Me lucer tested for volidity,  The
iiiticl model, desciibin, the system's objectiven 'nd the inter-ielationship cmong iis
comronentes con serve 8 ~ bosis for the sensitiviiy ~helvais to he couducted on the
A, clemenin of tiie system. Ia the sensitivi®y canlysic, effects of wiisiions ia the

£ lovels of doubtful elements are obLserved on the ohjective function or on any performe

% -nce indices in the evatem vhich cre of intoresi. If the ohjeciive function or index
4 is sho'm to be unaffected, o insisnificrntly affected, by these veciations, the

elemenis oon e discooded from the stidy,

!1so, the sensitiviiy of the objective function or the serformnce indicer are
to e tested o rinit vhatever simdlifying csswnntions have been iwde. For exrmnle,
if = slightly nonelinear relotionshin, describing the »ehoviour of the cost of an
'5 activity o8 ils duration iz reduced, is approxim ied by o lineor function, it vill
be desired to ieat the effect of such :))roximeiion on the vclve of the criterion
fiiotion,

,  model is refined 28 fresh dotoare fed into it rnd as the casumptiions made in
it ore either validited or invelidated,

o _uclitetive and CQuontitative Informetion

The Hrevious discussion mc~y have conveyeti the notion that the only information

] wadle in systems analysis iu quoniiiative date. This is not true, beccuse there are
@several aspects in any system vhich can never be nut in numbers, Peodle's attitudes,
Whiasos, interversonal relations, orgonizationcl limitations, hehoviornl uncertainties
and socicl sonls are oll phenomens which are very difficuli lo express &Miwmatiaally.
gout aneveoitheless are often very influenticl on the system's Herformence.

Sevaral ayoroaches may De tolken in ordsr to incorrorate the unquontifiaule
r~yects of the system in the descrijtion. ‘ne of them is o comxte the economic
ont of & decision vhich is lar cely inllnenced by social considerciions. nother is to
ronslote humen cititvdes into constrcints on the cystem's serformance or inuo
ncertcintieas in the exnected oulcomes. ' third ayroach is lo :ssume the worst

0ssibility ond nct cecordin-ly, thri i, (o minirox. for example, if lliere is some




clhicrce of o workers' strike that would ~ffect the Hro-wcess of the aroject crosticzlly

cod thet vounld eaticl esormous cosis, ihe .clion vould e io assumc ihot the girike
i1l 2ctuclly haooen and to ;o.).e the neccss™™/ srecoutions o ovovent or o loost
~1levicte its consequences.

-

#.3 Degig G/siem Pressalstion:

am i to tronsform inpubs into ouwiois, on industrial

-

“he function of aay sys

yroject toonsforms - iven resovrces jato » finrl construction of & slant, ond o compony
grarsforms coodtol, maieiel cnd m onjoves into Hroducis. It is yossible to reatrict
the system descirintion to 1he .elcotionshinn belrreen the outyvts ~nd the inputs of the
system oo o “hole. I this cose, the sysiem is irected as & "plock box", obout rhose
interncl odereiion ve lmo nothing, but e o vhet e should expect o ovidvis, once
certain inmuta ore fed into the system, *1thouch such on aoyroach con sometimes L
of value, i{ is often desired to t-1-e . close. look ot the system, and observe some
of its detcil. In this ccse the in uts oand ovtsuts e not only obeserved for the
toial system but clso for some of ito suh=systems cnd even comonents. Dul still ot
these lev-ls, once uve focus on the inovt and ovtput of on entitr (- componeni or &
sub-cysiem), the entiiy ic treaied o8 o icch: box. linei systems oun be treated in
terme of the flows taling nlace in and out of them, cnd cccordins 1o this approcch, o
ce-ioin derree of detail is reached when rnolyziag hot a coriein input is tronsformed
into o certain output becomes too costly, and instend an emphosis is siven on vhot
inouis oroduce cextain ouwipuie. In other words, ~hot is of interesi is the

‘i pronsformeiion funciions® tthich describe the relationshine heiireen outpuis cnd

inouts.

Maere coe seversl voys in vhich troeformntion functione are exresced, and the
followins arve the hesic methods:
(n) 1L~ hemcticol exoression:

The elctionshins vetieen induis and outnuie ere desoribed Ly
mothemcticel ernations or inecurlities in o deterministic or stochastic
foshion. “his is the most formal method, ard rhen en exnlicit analytionl
solution is avoileble fo- the model, it becomes the most »recize ~nd
convenient. INovever, very fetr mothematiccl models o: systems lend

themuelves to cnilytic solutions. An example ii the notirork in Fiwe

(5.1), +hich mry be ialen to He an activity netuos' representing o




i oroject. It hes nodes (VO'V“V,,,V?)) 2 oares, cotivivier, ( 1':,,,::3,9,,.;.‘.3).

" methem~tical exoression desciiuing, the relcoitionshiy wony, .20, ond

tr) = nex. < (;Jo +

heve ﬁo"tl «nd t, 0o the ecrliest siart of aodes o,1 and 2 —~es,ecliively ~nd Lo

E ad € p re the durationc of cetivities ~, ond o, ceshactively., ‘Thore e clgo

2

1

other wove ol expressing the paths len-ihs mathematicclly.

() Iidiix representodion:

il'mv veys of resresentin: thr nbove Letvor’: in metix fovm exist. OSome
dof these r.-e: oro-crc cdjacency metrix (- Mle 5.1), node-cre adjrcency mai ix
8 1ovle (".2), rode-node ndjncency motiix (v “le '.3) -d sethecoc metsix (1™1le £.4).

Tele (1.1)

C‘v
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I trix representaiion of systems o ve very useful in numerical golutions to
systenn provlems. Jach type of oresentcotion is more guiicd for the solution of

shecific dooblems.

“nother tyre of yesentation closely cllied o thin is thot of the lansunge of
setn. uchle (3.3) shows an alteinciive wes of desc.-ibing the relationehi) hetween

osr.ths and cres.

(4her matrix presenintions of pyrojecis fue ~lao rossible and cre ‘uite puited
for srecific uses, I'or exrmdle, o motoix could be formed with cotivities &8 rovs
and vomources o8 colwms, so thot, fo» ocny Hargicules period, the activities oalling
won . certein oritical resource nay Le identified ocnd porhejs reacheduled.

(¢) G uic 1 oresentntions:

‘he most common tyme of nresentaiion for »-ojects is the flow diaroom,
in this ccsc Letter knowm Dy the activiily netvork (Pi-ure (:.))). In addition to the
flou of activities, flowv of wctoricls, loour, cesh, orders, oquipment and informotion

1
1
‘
|
!

can besreoresented on o flow diajreom. uite oiten, & rapiesent.otion of storo e

soints, ot vhich levels of these flows acowmrlctie and influence flous at followin-




gicges ~nd 8o oi.  In thesc coses, the study of inte ceilong betrsen flow cad lovels

e
ovidoa -~ oot denl of insi hiv into the nrstem.  Induvstivical o dor 12 ig ¢

L3

vechnirve thich velies heavily on thins oovvoich,

(nher weohical Hrescatotions thich sho the rcletionshirs botveen inputs cnd

g ount o uts coe the vwloch dicorom, Mpu-e (+.1), ~nd the flou rrash, .M ure (,‘{..2).

""he Dlock Dic-rem

SArpee f.!..l..)

i/ﬂ T K rd - \
LR} o L
\,__/ R

Flou Orenh

Seawe (2.2)

'"he two tynes of presenictions express boasicelly the scme thing; that an
anut X is operated wpon by « ircusfer finciion K to produce on output Y such ithat
= IO, 'Me diffecence is thot i block dicyrame inpuis ond ovipuls are curous
nd the trensfer function is a block, vhorexs in {lov grephs invuts end outpute e
hodes und the t.oonsfer function is on orrow.

Graphical methods serve og o -oo0d initicl aoprocch to the desoription of the
:_ ystem, providin ' ¢ vivid illusiraiion of iis oomdlex inter=-elctionships. Dosides,
oy cre very useful vhen r rxoajhienl solution is avnilable (as in CPM, the oriticnl

bath method).

12/ ‘Jorrester, J., "Iadust:icl Dynamics®, 11.I1.U. Press, Ccmbridre, lacnachusetts,
1962.
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Ao Netermin,iion oL Syaten Poocmeters s
a——— - 4w - s_--_.—...,-w‘ U e g

- ocmeters ore the cucssivies descrining e svsten vhich ccsume congtont values
ot lecst curing gives time insovvels. om2 ol ihcoe cuonsivies oce serd of the
onviroament (consticdnis) ~nd some ave ithis the urotem (decisions). or excmdle,
if demend (on o roduci o & secsvice) is b oo constent volve vithia o ~ivea time
yeriod, it is ta'en oo T pacomever. If iv is sonstently increasing, it mey e
exyressed o8 vooionle thich is o function of time with tvo norcmeters, o constaut
initiol level cad o constont roie of increcsc, If demond 15 secconal, o periodic
funevion such o8 ti-onomet ic Mpetion covld he defined vwith riven constonts. Toxr
gtochrsiic dem nd, & nrowaiiity cigvrivution could e defined which aznin hos
constent nnoomeveTs, Avcilevility of arwiculturel vorkevs fo» congtiruction vork mey

follow o Hontast similor to the’ desciibed above for domond.

‘n eaviroumental foctor vhich often Lios a grent decl of influence on industricl
arcject implemantotion i veriher. loin, snou, sond storms «nd oxtreme heat ocould
nto) the oo ress of o yrojoch. Luch weather nhenoment. ~enerally ocowr vith 2

gsessonclity, hut thev are also sudject to rndon fluwetuvotions.

In genercl, uhere the constocints ove dyncmic, they ore defined as o function
ol time, cnd someilmes even 1he nervometers determining their volues are themselves
vorioble with time.

Pooductiviiy is onother constraint, thich mey he constant, increasing as & resul

of lecorning or iechnolo ical develo ments, or Fluotuntin: rith seasons.

Internsl syotem Durometccs e those dictated by the policies of the or-nnicate
ion, such ca the policy towr 'd overtime houwrs, hiving of gocgoncl vorlers, use of
sub=conirootors, etc. .18, wpper vornds on capcoity cnd othe sources form naiwrel
nyotom constraninto.

1 summcsy, infomaotion concerning porcmeters should cover vequiremenis, upper
bownds, costis, technicel co-efficients ard arobobility ond time constants. It shoul

toke inio account the dynemic ond gtochagtic notuce of the vecameters,

LT Systen Simnliflicotion

Systeme con e ginmlified in a numoe of wys. /Jn obvious anoronch is the

ceduction of the number of voricble to be homdled simliruieously. This can e

cecomrlished cither Dy olimination or by rwouping. 'The mothod of elimination is
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followed vhen irrelevont voiicbles, or varicbles rrith 1iiils influence, ~re excluded
from the model. Girouping e e cccomnplished vhea the eloments to be rouped are
connected 'ith elemenis ovtside the -rouw) th.oou h commo:l chamels. ‘This is the oase
when elements cie interconnected strictly in sories or stiictly in parallel, with
no connection to outsids elemcnis cxcent ~t the two terminnls., ‘This is the propesty
of seporability of the sub-—system consisting the growp of elementis, and this is vhy
groupin; of elements in o system is synonymous vith nartitioning of the vhole system
into suo-syntems.

An apnlication of the methods of slimination and rrouning to activity networks
is shovm in the next chnpter ou cost-@uration cnclysis.

Cophination of Dloals in Series
Rigsee (4,2)

—T"r_ﬁ——‘ i""{& 2

(o)
— 8

()
— kK

X . | é,a»«-!—-&

K
(o)

s |

Combinntion of Block in Prrcllel

Pisure (1.7
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Mpoures (..3) nd (<.") suov hov toroafer functions in series cad in parcllel

1e.r e combined to rform one trensier function.

{ther aporoaches o simplifications wie sogsible. llost commnon amon’y vhese ore
siHlifying nesumpiions. ‘1 ex-mple in the csourtion thet futwe vahovior in the
systen is au extencion of iis ooct Lchavioi. ccording to this, fi-uwes of futwe
- yroduciivity trould ve extrapolated {rom thoun of st roductivity, oerhens afier

modiTication, hased o tin on nasi exoe. ience.

i

“aother exomple is thot re n-diag o .elationshi)y betr-een tio or more varinbles.
o veriedlew, such on cost ond durotion, mey be uasumed o e linear, for the seke
of simlif-ing the dc.e mination of warameters and condvctin: other computoiions,

vhile in reality they may not he sisictly so.

Voriables or relotionships amony val ichlesd mey be token to ve independent,
sasuming thot vhotever sor-elation eximte to he insignificcni. L quentity mey be
defined a8 consiont, vhile it io vericble, or «s Cotorministiic, then it is zctunlly
stochostic.

S4mplifyin ; cssumptions, thowh often neoded ond sometiiion desiicble, hove to
bve tested Tor vnlidity, otherwise ‘erroneols resulia may Ho obteined by their use,
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5, P OQI3CY 03T DULLCION " LYSIS

1, _F.L_r'.\.le.tion of the P-oblem

In this ohepter, the systems apnrocch 17 comlied to angwer o snrecifio ¢uestion
fhe cuestion is, "Mt is the minimum totcl ocost

eloted to nroject implementatiion.
, specified cmount to cnother specified

o roduce the totcl duration of a nroject from o

mownt?" M cuostion is often formulcted so thot the ansver covers ¢ ran’e of

sossible reductions.

Let us try to foimilote the problem more formelly. Suppose that a droject is
reyresented vy o network N, for +hich the coorous stend for the nctivities of the
project. Let L = {o.j j v J = 1,2,0000,2,b8 the set of activities, The
duration of a.ctivity o4 mey be denoted by Y. let jrj 1, 31,2000 40

The total project durction (length of the sreject) L, iu o funotion of Y
and moy be vritten L (Y). IT { 3 e viewed as varicblos, that is, activities
mey be controlled os to duration, “then it moy be observed that, ‘Aven N, for every
Y there is only one L, ut the cam L moy be obtained from more than ons Y.

Let Y, be defined over the rs}eatébétj 6-1‘3, The wuppor limit of this range,
Yy, is comonly colled the nermal duration of setiwity T,, o revresents the

minimua® time on cotivity tekos ot & minimum of gpenditure. It is presumchly the
initicl estimate of en aotivity duration before eny consideration is ziven to redueing

it in time ot a higher cost, It is not to e confused vith the most pessimistioe
stimate of time whioh is used in "PI'T".! e notivity networln referred to in
Riccison 2.2, If o resort to PE P =ciwerle is made, then the mon: nessimisvic, the
et ortimistio and the wost likely estimctes of en aotivity duretion o% the Binimum
post are combined to -ive Y'h\

The lower limit of the .anje of Y%* YJL‘ is celled the or _q_% duretion aad it is

that velue uaymd whiah it is zmesatbh $o reduce the sotivity éwatiﬁ at any
coceptoble” cowt. ”

It ic oonceivcble that at lenst some of the L\'& 5 mcy be reduced Uy puiting
jore expenditure into the nroject. ‘Mot is sertiowiarly of intevest is the direot
post of reduoing Y e thet is, theoost directly chergecble 4o t'j’ If an increment

n cost resuliin; from o reduction in the totel p

-oject durction is not ohexrs ~eable




to .. ticulor ~cdiviides, lhe - diffe cat choiecc of _ciivi.ies Ln ha rediced will

rosuli i~ the incirrecce of ihe a-me exoenditwes, cad wese conts shovld noti .[fect
the decisioa 041 N 16 rediCce o 0oty Gun’ Lin o, Tawomey influence thot on j;k_x_g_t‘h_g_i
to yeduce ihr oraject dwso tioa Sinrcc ovr jameldinie conée ;. is vith the firsti vesti

only direct com.s 1ill e conmidesed

Let ¢, (7,) » "he direct cos. of ~ctivity ¥ vhe s duentios s '(1.. e

relf.tionahg) set ee- 03 SRR "]. ir te.acd the (8irect) cori-dur:ilon rei~iizorchin of
retiviiy 4 ond is ¢ofiaed over L2 Jo ion "iji {, - Y. . The total project cost U
16 o faetion of .
n
(1) : f«%,,‘ ':‘; (‘?4)

3  -ome that the totnl Jvajest durciior is iequived to be o grecific L. Xi has
Leen ous:ved thet this L moy be obt ined from cry one of Jilfe.e t rossible Y's. 1
ic 1ecuired to find the vecto:r Y vhieh vill ive ¢ niaimwm volue of ¢(7). W oY
in cosi-durntion snclysiu is then to fird

& (
e (L) = min o 7 (7)o L
l\ -

vhere LL cnd L‘l s tue lover -nd wyer limits oo L, de.ermined Ly the limits on fj

rnd by the siruotire of the etvor'. . ‘he solv.ion to thie > oblem is ofien -iven
%

in the form of ¢ cwve for ¢ ogoi.st L.

5.2 Previous yirorches
PP A R R e

The “reviow: ~rivonches o solvin' ihe sroblem of cost-durction cnnlysis in

activity neiworks mo - De swmmcrized under to wrocd orte ories:

1. Fumeriocsl Approachss

.ese base their compuiziions on a linear programming formulation of the dual
of a parametric linear )rozramping proilem, describing the cost-~duration
elationshi) over ithe rone of L (7. or mome {unetion of it being the ‘garameter). Tt
21 ovithm is tuen exoressed ns flo com ot tiont on the ori innl aetvouk i,

(34 .o

The ~in shorocomi. £ of this cooronch wre its difficvliy fo ex loin, o seriow

limitrntio: csreci. 117 in ~ develooin  cowniiy, rad its restriction to linex~r cost




relationships., That is, Cj(Yi) mugi ve £ linecr function. However, computer
programmes have been developed for these zpproaches.

2. Heuristic Approaches:

Which a.;'e tri'a.l and error approaches dependin~ on intuition and skill, They
use hand methods to select individual activities for reduction. The obvious
shortcomings of these approaches are that they lack a systematic procedure and that
they do not sjuarantee that the solution obtained is optimal.

5.3 The Proposed Apnrosch

The approach to cost-duration analysis su-gested in this chapter is .. 1ed on
extensivve theorstical work in gsraph theory conducted at the University of Illinois
by E.J. Dunne and the suthor, and which will be submitted for publication, and also
on a procedure developed by the two collaborators s an application of the theoretiocsl
work.

Suppose that a network ¥ has only one critical peth P (i’1 is cctually the
ordered set of criticel activities in the project). It is obvious that in order to
reduce the total project duration, L, from its normal valus (upper limit) L, by one
_ time unit, it is sufficient to reduce the length of any activity on l’1 by one time
| wnit. I it i desired to reduce L one time unit et a minimsl cost, this may de
done by looking into the unit reduction costs of the activities on Pl' and selecting
that one which has the minimum such cost. Por a reduction of L by two time units, il
two conditions will have to be observeds (1) whether the first reduced activity '
| 8, has reached its reduction limit, and (2) whether another sub-critical path P,
j becomes critical after the first step. If none of the two above conditions |
materialise, thendepeading upon the cost functions o,(Y,), Y, being the duretion of
aj, the ninimum oost reduction of two time units mey be obtained by a reduction ofs

i) 8, by two time units
ii] 8, by one unit and some other activity a, by one unit
iii) seome ey by two time units

If the cost functions ej(a.j) are all linear, that is, they are of the form
03-03—53 aj for all j§

| where j and [5 § oare positive constants, then when conditions (1) and (2) above




do not exist, onlv ovvenme (1) cin occws s ihat is, the osiimun reduction is ihroug +h
] ; ¢ ¥

reducing =, oy tvo dime aniis.

i

If o) reaches it3 reduction lindd nftu. oo unit, then only solution (ii) or
(1ii) is o oositle, cnd in the lineor cnse, mmlv (ii).

If “roithoer cuv=critico 1 oth PZ Locomes critiend, the new set ol activities to
be reduced musti include ot lzos1 omoe {rom Pq. This »*oblem is more complex bacause
the nmwabe. o1 comuinctions ol ~ctivitics from ~11 critieal paths increases repidly
with the number of ori.ical »oths. In foet, il there arc two critical pjaths, cach
gith o activitics ond with > common nctiviities, then the number of combinations

b
bacancs 2.

Svypoea thni all poths in the netwerk if arc criticnl. There i8 no loss of
cenerulity in this assuaption bec.use the cost of reducing nn aciivity on a slack
path (o slack wetivity) can then Lo considered zerc for an amount of reduction in the

1

total project duration ot lecst equil to the toizl slack of the activity.

If y is the set of m poths in the network; d.cey, 0= D5 is1,2,000ym,
then it is obvious from the srevious diascussion thet in order to produce o unit
reduction in L from L = L., thou © set of activities onc from cach 24 in should be
roduced by one upit ecch. (/in sctivily moy be on more thon one path). Such asset

mey be called -~ reduciion sct.

Asein, it is also clony thet in odes to reduce L from L = L one or more
reduciion sets have to Le reduced so that the sum of reductions of all sets is equal

to the tot~l roduction decircd. This is the main idea in the proposed approach.

The procedurc outlined in this paper is opnlied to the cose of linear costs,
but can ue ap-lied identically to piccewise lincor but convex cost functions, It
may very well be ododted to any convex cost function, and perheps any cost function.

Starting vith the assumption of linearity of activiiy cost-duration relutiionshi
i

9.1 c(Y.) =", - .. Y, LY. “

(5.1)  cy(¥y) j i Y IR

where 5“)3. is tho cost slope of the activity, the initial step in the appronch is to

find the "nerm2lt project dur tion Lu corresHonding to the noximum durations
(YJ‘“ = YF. The totcl divec!l cost of the project ot tnis point ie

N




(5.2) c(y) =

n

2 XJ - Er}D)J YJu
J=1 J=1

This is at the same time C (Lv). the optimun cost corresponding to a project
duration of L“.

It hes heen obeorved that the length of the project ic o function of the
duration of its activities, that 1s, L « L(Y) = L ( 4(YJ§ ). If the reduction in
activity aj from its meximum duration is rj, that is

(5.3) ry = ".m - 'fJ 3

then the total direct cost of the project at length L is given bys
n

n n
() o) =% ety - Z x- PAETI S

all

n
(%y - 5373«’*%53 ")

n
<o) + >3y %

=1

It is obvious that the expression 3: ;63 r, will inoclude only those
activities which are reduced to produce ﬁi desired L, since other activities have

a value of rj oqual to zero. These activities in this set which are slack will have
a value of &5 ) equal to sero,

nce !..“ and c' (L) ore determined, it is possible to focus on the reductions in,
rather thon the lengths of, the activities and the project, Therefore if

(5.5) 7 = L, - L, then
(5.6) W) « e(r, -2) - (),
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glice Lv is . conswcnat. [lso,

(5.7) C*("‘L) = mia ¢(?) = min o(L)

= min 'l c(L,) + oz < _r,
. J=1

X"
3

= C (L) +m1n£:..
u
=1

8,

Since ¢ (L ,ﬁ,s c\}asmmt, the minimication of G (?) ies equivelent to the

ma.ximi zation .f J';l J rj. If

n
> 2
(508) B(‘) = Tzl - 3 rJ

#*
which is the marginal cost of o reduction R, and § (?) = min B(1),. then the problem
becomes that of finding the cppronriate ]3“r (7) for cvery reduction 7 within the

range 0 =1 =L, - Ly vhere Ly is the project crnsh durction, which is the
duwration resulting from crashing 2ll uctivities uowm to their minimum durotions.

The firs* step is to find a reduciion sct, ‘¢ ®1ch that the sum of all unit
*  reduction costs (cost slones S, ) of the ~ctiviiies 2y in the set is minimum. Call
this sot \,1 y ond the sum of Lh«, cost slopes of its activitics b1

SR - *

(509) bl = Z‘.j,..: : j for 211 aj menuers of ‘,1 .

The mergincl cosi of o reduction ? within this range is equal to

(5.10) n, _ =

B* 7)) = .. e PR SR . A, = M. 0&MNé&EnN

ju1 J j=1  J 1

i 4
wthare '21 ie the moximum reduction in the eot (‘;1 .

The maximum simultancous reduciion of o set of activitios is the smallest of
the mrximum reductions of ¢11 the mem“ers in the sot. Tho maximum reduction of any
aciivity b any perticul-r stey is dictated by cither the physical Bmit on any
further reduction in it, or by » oint where aay further reduction will be ot &

higher cost of reduction per unit veduction time. This hapnhens when a slack




cctivity stops Meiny slack, and any further redud n will be ot o Hosiive

COS'C.
The meximum reduction for o slack nctiviiy is chereforc the amounti of its slack,
There are also ovher cases which vill heecome opinicent with further treatment ol the

Jaoblem.

From equation (5.10) it is ~poarent uhab the curve for B ( ') ~rinst R, which

can evidently e intoerpreted ..e thoat of L (L) - -~inst L, is linear within the

ronge 02 = Rl.

Suen (2) is to find » set of activitics "1?, which coneists of one or more
reduction sets, thet can be simulteneously reduced to produce o itotcl reduction in
ihe project i, within the range Ill 0l = R2, where ‘.'lz is moximum reduction in 9.2'.
This ©, must be chosen such that B(?) in minimum, +hat is, the sum of the cost

[

slopes of all activities in (O is minimum within the renges of their durations

-

corresponding to the ziven ronge of 1. Denote this C ,2 by 0,2 y and the sum of its
activities cost slodes by b,.

J  In generel, ot any ste) (k) the prodblem is to find o (;k*, which when reduced
sives the minimum B(%.) for velues of I within the range =T 4. This means

»*
thot the sum bk of the cost 8lopas of activitios in LL ~t their corresponding level
of reduction must be minimun.

It is ouvious that, as in the renge 0 =<1 £ R}.’ the optiam cost of reduction
5 (0 1) iu linear with respcct o R within any range Dy &3 =R, with & cost
slone oy s Any bk should oe graater than Dk 1 othervise C“k 1 emuld have baen
replaced by Qk {130, B ("l) i the end of the ronge By, <R <R, is eqml to
vhot ot the beginning of the ronge R =" <1, el This all means that the B (‘l)

ngeinst D curve is piece-vise linecy (brr:Len line), and convex (tho open end of the
curve looks upwards).

I% is not always the case that Gl1 mey consist of C‘l -1 »lue one or more

reduction sets, sinco 21 may consist of ! k*1 nlus activities that do not comstitute

»
by themselves one or morc reduction sets. Thia hap)ens rthen O -1 containe more

thon one activity from the same path, and the path is over-reduced Ly reductions

* )
in 11! in which ~ase no cctivity will have to be especially reduced to shorten
this path beyond « reduction of Rk— « It moy alsc be that a reduotien in some of
* 1 . -
the activities in 4. Toquires cn increcse in an activiiy ir Loth 0 and %_1,
waich means that some of the ncu set of cctivities make some of those in § \1,
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unnecessory to produce - reduction beyond -1,{ 1 “his occurs vhen more then one

3% *
aciivity in ... and noi in C‘k 1 lic on the same path, ~nd thus over-reducing iv

Ly iheir s.mulinneovs reductinn,  Thosc casce will be observed in the cxamples

follouing.

. # : . .
1ot is needed then is « procedure Lo find q o PO determine which activitics
+ ¥ . ) . s 402
to odd to 0,1 , to form ",,2 , and in ceneral, to detcrmine which cetiviiices to add
#* *
to 'Qk-l to form Qk , wntil the meximur reduction nogsible for the notwork is

roached.
This 'rocedurc is the subject of the followins scctions in this chapter.
5.8 Reduction 3ots and P opor Ovionted Cul-bots

A formel definition of o reduction set car now be sivaur . reduction sct

io o minimel sct of ~ciivities in o project such that when simultancously reduced

by one time unit, the total project will be reduced by onc time wnit".

The concept is dedinad miaimally beccuse there will be no neced to reduce on

activity beyond o minimal sct, os this will only add to the cost vithout accom;wmc{in%
benefit.

If all soths in the nctwork arc considered critical, thou is, if 1t is required
to reduce ¢l1l paths in the reiwerk, in which casc non-critical pothe will be
reduced by zero iimc, tic concept of o rcduction set bocomes identical with the
cenoept of 2 proper oricnted cut—sct (POCS), which is defined and explored in o
work Ly Z.J., Dunnc and the au{;ho;«l .

Supyoee thet in the nctvork of fMpwe (5.1) it is roquired to disconnect the
stort node (source), v , from the finish node (8ink), vy This is equivalent to
finding 2 nct of arrows (cres) uhich disconnects o set of nodes, W, which includes
v, from the vemaining sct of nodes in the network,, which includes v, (the
com>lomentary set). Such o sct of arcs is caliud a gut-set. Once we define W, o
hove defined this set, and it is to be romemboired that the direction of the arrows
in this definition is not importunt, so it does not metter whether an arrow is

-

}_}/ Dessouky, M.I., and 11.J. Dunnc, "Piopcr Orient2d Cut-Sets and their Proporties”
Unpublished rcsearch. University of Illincis, Urbana, 1970
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directed from I to T or from T o "t. The cut-scts of the nctvork in Firure (1) wre

siven in rable (5.1) helow.

prole (5.1)

U S SO o Cimnot
v, Vyevpely By 2%
Vo1 Vool By edty 2
VooVp v1eVy 8 #3340
Vo eVyeVy vy 2, s0s

A proper cutesct is a cut-set such that no proper subsct of it is also o
cut=sct. That is, no arc in it can be removed and wo aore still left with a

cut=sct. Actually, 2ll cut-sote in Table (5.1) arc proper.

If tho objeciive is to interrupt every path (flow) from v to vy, then the
direction (oricntation) of the arca should be taken into consideration. An
oricnted owi-set in o notwork is the set of all nres dirccted from a sct of nodos,
¥, includin; the sourcc to ite complemeniary sot. The oriented cut=-sets of the
network in Pigure (5.1) is ziven in Tehble (5.2) below.

Tablg (5.2)

.. .k Qricnted Cut—set
v, V| Y,y l(l = 810y
v,V VpeVy K2 ol Tt L
v Vs vV 3 Ky = 8y.0g
Voo¥14V2 vy 5‘4 - 34.3.5

The concent of an oriented cutwsct is the swme 08 the conceyt of "out" advancet
by Pord and Pulkerson -1-3/ « A oroper oriented cut-set (Pocs) is on oriented cut-get

such that no proper sub-sect of it is on oriented cut-sot. 111 oricnted cut-sots in
Table (5.2) are POCS's,

It will be noticed that each one of the four sets in Table (5.2) has at

—

14/ TFord, L.R., Jr. and D.R. Pulkerson, "Flous in Networks", Princeton University
Press, Princeton, 1.2,




lexst one arc (sometimes t10) on each peth in the netvork, listed in Table (5.3).
This is an important property of POCS's. )

table (5.3)
Aros
(ay02y)
(8, .05.8:)
(25.25)
The property oen be siated as folloues

"A proper orienied cut-set is a minimal set of orcs which contains at least one
arc on each path in the netvork; minimal in the sense thet if an arc is removed from
the set, it 'ill not have the some property. Couversely, & minimal set of aros

which incl}u at least one arc on esch path in the network is a proper oriented
1

cut=sot',

This property shous that if we consider 81l paths in the network as oritical,
& reduction set will bLe equivalemt to . POCS, If we have ¢ method for displaying
all 2ros in e network N, on an sssocicted netuork i. suoh that & POCS in N is a path
in i¥*, then vhen reduction cost slopes cre attached to the arcs of bLoth networks the
minimum reduction set (POCS) in N becomes the minimum cost path (shortest path) in
N’. This associated nmetwork is called the cut network.

5.5 ‘fhe_Cut Network

The dcﬁpﬁt;w and oonstruction of the network has been developed by Dume and
the avihor -’-’-‘-’/ « Oiven a network N with a souwrce v, wd & sink A it is required to
consiruct & network N°uwith the follewing propertiest

1. All ares in ¥ are represented in N’
2, me}!uapnhial’
3. No path in N°is less than a POCS in W.

Attaching the same costs to the same aros in the two networks, the last two

NN

15/ Dessouly and Dunne, Op. Cit.

15/ Iuid




properties cuarantee that the minimum cost POCS in N is o minimum cost path in N°,
often referred to as shortest »ata or shorteat route, - ivin; the cost the inter-
wretation of the len-th of on crce. BSince ghoriest rovie computations are ecsier,

7indin’, the minimum POC3 hecomes a gimple iosli, once the cut netuorl: is constructed.

The steps in consiructing tlie cut netvor’ will be expleined first in connexion
]

with olanar networks, and later in connection "-ith non=planar networks.

In simple terms, & plonar netuork is one uiiich cun be drowvm such that no two ’
aros intersect except ai & node. In this etudy if o netuorl: is plonar, it will Dbe |
agsumed thi . the drawin', vill oontoin no crcs intersecting ot points vhich are not
nodes. It will also he cesumed that neither uhe source nor the gink is inside the

netorik,

In o planar network, cvery POCS may be obieined by dravin; a construction line
from one side of the network 5, cuitiny neross the network, and endin;; ot the other
gide T, The arocs intersected by a conmsiruction line thus drawm ond which are
oriented from the source side of the line to its sink side (the oriented arcs) form a
oriented cut-get, It can Ve shom that for every POCS in & planar netvork there is
a comstruction line ihose oriented arcs are solely the members of this set.

Define & reion in & netirork &s & spooe enclosed by arcs on cll sides end vhich
is not intersected by eny arc. procedure for dravin; the ocut network of a planar
network is to place & node in the middle of every re:ion, and one on ecch side of the
network. In Figure (5.2), noden Gl .62.‘3 ond T represent those nodes as drawn on the
network of Pisvre (5.1). X line is then dreim Detuesn every two nodes representin;
two adjacent recions, including 5 and T, 'The rosultin: netvork is the dual network
of the oripginal netvork K. Idmtii‘“y every line in the nsv network witlh the arc it
intersects.

The orisntation of the now lines can be determinod as follouss Lines comnected
%o % should be directed ey from it and those connecied to T should be directed
toward it. If an arc in N is oriented clogkuise with rsspect to the node in the
middle of its re.iom, the corresponding erc in tihe durl network should be oriented
tormrd thet node, and if an erc in N is oriented countercloclarise with respect to th

node in the middle of its re ion, the correspondin-,; arc in the ducl should be

L 2

17/ 1bid
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orienied avcy from the node. .very tre in ¥ lies avivar . o r. loms, but it will be
secn that resardless of the rejion used to determine tho oriemvation of its duwl  ro,

tie orientation will e the some,

#*
The resultin: network is called the Girected dual netvork . It may be noticed

that some of the POCSt's o7 N, listed in Tcable (5.2) are represented as poths in this
network. They are (al Po)s (e s "9’2) and (;.4._ ,as). But the ner netvork does noti
contain (.::1 ,a.,).) o8 a path, If a dashed-line, u.3.is drunn parallel to arc ay onm the
oriented dual network, and opposite in orientation to u, (Fi-wre 5¢3), & path

(al ,a.’3 ,9.5) is formed, and considering o’ 3 to be a dummy arc (activity) with no

si'nificance except to indicate the existence of paths, this path represents the
POCS (a1 ,-:,).). .

The srocedurs for o planar network is then to introduce a parallel arc with
opposite oriemtction to every arc in N, except those arcs ‘atex%ing from v, or

endin~ at vn.md aros lyin- on the boundery of the network. The resultin; network is
the cut network N’,

In larger networks, N° will satisfy the three oonditions metnioned cbove, but
it will often contain as paths some which are not POCi's, Thin does not ne-mtie the
gtotememt thiot the shortest path in N° is tae minimumecost POCS in N, since any path
in N* is either a POCS in N or contains one, and all POCS's in N are paths in ¥,

»

5e0 CoBtem jon . ]

Dagad upon the relationship bLeiveen :n activity network Il and its out netvork
¥, the problem of findin; a minimum reduction set in N, becomes equivalent to the
problem of finding the minimumcost path (shortess path) in N°, This latter prodlem
mey agein be internreted as that of finding the path vhich carries & unit of flow at
minimum cost, assuming that the reduction cost slope of each activity is the umit
cost flow on each arc., The aliorithm for finding the pinimum cost wnit flow is the
same &8 that for determining the shortest rout~, and will be described shortly, but
the flow interpretation is important. Suppose nov that the flow rate in the out
netowrk is to be inorecsed at the same cost rate and through the same initial path.

g The moximum flow that could be atteined this way is equivalent to the maximum

e

i
b

' _

* Zimmerman, L.S. " w4 Network Approach to Resource Scheduling", Masterts Thesis,
University of Illinois, Urbanc, Illinois, 1957.
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The Ozicatod Dual Network

Eigure (5.2)
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The Cut Network
rigure (5.3)
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reduction (R;) in the first minimum-cost reduction set (POCS) chosen ©, , if the

canacity of flow on each arc in ¥’ is taken os tlie meximua reduction in the
corresvondin;; activity in il.

RN

3#*
‘he problem of findin; the minimun-cost combination of redvction sets Q’Z
vhich is necesger: for o reduction ;recter than Rl in netuvorl: ¥ is ecuivalent to

findin: the minimumecost flov of o value .reater thon R1 in network I, vhich will

Lhave a solution consistin: of a set of paths each corresponding to & reduction set ]
in Il,

In eneral, the provlem of finding a set of reduction sets for o reduction in

the total project ronresented by = network N of any velus within the feagible ran-e,

becomes equivalent to the vroblem of finding iag minimumecost flour of 2 value equal

1o that reduction in the cut netiori ¥ . 'The cost slopes of activities in N become !

the wnit cosis of flow in their corresponding srcs in K°, and the meximum reduction
in the sctivities in ¥ become the flou cepacities of the correspondin; arcs in N°.

The minitumecost flouv alworithm is based on guccessive shortest route computet-

jons., “herefore, we will be;in by expleinins the shortest route al-orithm.
»

5.7 Shortest Routs Proulems’

Given a network with one stariing ond one ending node, two types of shortest
route problems exist:

(a) ‘'hen the network ic directed end acyolic. That is, if there is a path
from arc 2, to arc a,, there can be no path from arc a, to aro 8.
Activity networks are dicected and acyclic.

() 'hen the netwerk is either undirecied or directed snd cyolic, Cut
networks ore often of tihis sort.

The al jorithm for the two cames will be explainé& in comnexion with two example

The first example is thie directed netuork in Fijure (5¢1), vhere the mumbers on
the arcs represent distances (cosis), Due to the network's acyclioity, nodes can

# fhis concept is due to Dessouvky end Punne.

*#% llier, F.S., and G.J. Liederman, "Introduction to Operctions Research",
Chapter 7, Holden-Doy, San Froncisco, 1957.
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e arren ed accordin; to their srecedence relationshinys, cnd the shortest distcnce

to ¢11 vrecedin ; nodes should ve compuied. before that of cny node. "iis is similor
to the compubiiions of tue criticel path, cxcept that in tne loiter cense the lor est
. rowie is sou ,nt. The numbler beli'een sarenineses ot ecch node reoresents the shortest
disicnce so 1., It i obt..ined by comparin ; the swi of ihe shorteet distance to & ‘
preceding node and the disnionce hotween .uu .t 0 wovi, for ~11 srecedin nodes, cnd

celectin; the smellest sum. The shories rouie in this case is A=Cel-F, wit. o leu &

of 13 units,

The second exomple is the undirected network in i are (5.5). Since it is

wndirected, it can he considered os symmetricel, the distence from o node to another
is equcl to the distence from the sccond to the first. his is rot always tue ccse, |
as in cyclic directcd networks sucli o out networks, The computationzl procedure for
Loth cases cre, however, tiic same, One simple and direot procedure for determining
ghortest routes in these cases is to order the nodes in ihe netuor® accordin-; tc thel
proximity to the stertin: node. A gystematic procedire to do th~t is to comstruct a
table suoh as Teble (5.4) velov, At the ton of the tuble are listed the nodes of the
netuork startin from the "etart" (A) and dowm to the "finish" (P). Under each node,
a list is made of 211 the links (ed es) uranchimg from it, in on ascendin, order of
their len:ths, that is. with the shortest ed je on the ton of the list, The lenzth
of eanch ed’ e is written by iis side. It is now recuired to crder the nodes of the
network, n = 1,2,...,5, excluding "'", which mey he labelled n = o, in on ascendin;;
order of distance from A, 'rite (o) on top of column X, Yo indicate iis distance
from itself,

Table (2.4)

(0) (5) (3) (3) () (11)
A i) , ¢ D o F
X x l‘ ' x x x
vioae 31 V7D L lt VieD 2 x Db 1 x BC 4
x AP 8| xBC 2 | x CE 4 v P 5 a6
‘ V'Di 7| x 8D 7
| |
n = 1

Startin uith the colum representiin:; node (n = 0), the first link on tho top
of the list (AC) is chosen, Node C is the closest to A (=1) with a shortest distand




ghortest Routes
A=C~B=D-F
Length = 11

§Qg§£est Route in an Undirected Hotwork

gigure (5.5)




of 3, This is oo becavse it is certirin thet no ollier indirect route to C is shiorter

tian the direct onmc irom ... wiie (3) on top ou colurn . Checl: lin: (.C and cross
out 11 other lins endin il ¢, namely (DC) and (JC), -ince it will never be

desired to reach C viu ony route other then the shorteci.
n = 2

fhe condidote to the second closest node to . must have & direct link to one of
the ordered nodes, oiheruise, o node intervenin; hetveen it and an ordered node ie
closer to A than the cendidcte itself, Therefors, the cearch for n = 2 must be amony
nodes with direct links to either % or C. Uesides, if more then one node is dirocily

connected to eitner .. or C, only the closest to ecch is considered. Therefore, the

topmost link in both coluwmns . ond C vhich h-ve not been checked or crossed oul are
considered, ‘fhey are 4B and CB, boih leadin’, to node 3. The ghortest distince from
A to eny "new' node is obtained by cddin‘; the number on the top of the column |
representin; the ordered node (or nodes) comnectinz it to 1 to the number reprmun’cin‘2
{ts link, Therefore for B, two distances are compycred: (a) from A directly = (0+3)
= 3, and (b) vic C = (342) = 5, vith 5 beins the smcllest, Therefors, write (5) on
top of column D, check (CT) cnd oross ovi (AB) ond (pB). lso croes ovt (BC) since a
shortest route can never contain o loon or traverse an edje in opposite directions,
Place "X'"under A ot the ton of its columns in order to indicate that the links in
thet ocolimm hiove eitlier checked or crossed out and ithus ere not subject to further
consideration for selection of new nodes.

n o= 3
No the only linke to be considered are (DD) and (CL). TFor node D, shortest

distance = (3+1) = 5, TFor node i it is (3+1) = 7. Therefore D is n = 3. !Irite ()

on top of colwsn D, chec: (BD) cnd crose out (uD). Plece "X under D.
na=

¥

Consider columns C and D. Compere & with (3+!) = 7 to T with (&+5) = 11,
"'pite 7 on top of column L. Check (CE) cnd oross out (DE).

na=5

Finally, consider columms D and I, comparin; the two routes to ', via D = (5+5)
= 11, and via L a (740) = 13, uith 11 bein: the smellest, 'Irite (11) on top of
colum F, check (IF) and cross out (.IF). Place "X' under both D and L.




-53=

The shioriest route from . to T is then equal to 11 ond may e determined by

“vin ; beclarard from ¢ tiurowsh checked links., It is [=C~D=D-L.

In summary, ..t ony pertioulor step, “or each column with 2 numder on its top
and no X below its name, dd the numier on the top io the number at the topmost link
in the same zolumn vhicl. is not cliecked or crossed. Compare the sum for all such
colunns to determine the next closest node to the start, until the finich node is
reached. Derin 1ith the start node and place (0) on the top of its column.

It should be noted that, even thouzh the netuorks of Pigures (5.1) and (5.5),
ond the numbers on them ore the same, the shortest route in (5.4) ia lorier than thet
in (5.5) beocause of the restriction plaoced on the direction of movement.

If the network is asymmetriccl, that is, if the distance between two nodes moving
in one direction is not equel to that moving the opposite one, the numbers in the
table will reflect this fact, but ihe procedure will remain the same. It mcy be
pointed out that once the initiel tedle is constructed, all computations ocan be
performed on it, and there is no need to refer to the  reph,

5.8 linimum-Cost Flov'

The aljorithm for minimumecost flou will he expleined in cormexion with the flow
network in Mowe (5e5a). To each arc two numbers cre attached; the aro's flou
capacity in the numerator and the cost per unit of flov in the denominator. The
numbers are sttached closer to the stert node of each arc. It is required to find
the minimum cost for every feasinle level of flov in the network, and to identify the
paths thot carry the flow at each level.

The first step is to find the minimumecost path for one wnit of flow. It has
f been mentioned before that this is equivalent to the shortest route, vhen the costs
ere interpreted as lengths of aros, In this cuse it is peth (AwCaDuD=I-F) with &
total cost per unit of 14 (the cost slope). The maximum flov alomg this path is
limited Ly the minimum capacity of the orcs on ity vhich is 2 and in determined by
aros (DE) and (IF). In other words, a flou at & level Detween zero and 2 oarrics 8
minimun cost of 14 per unit.

————————

* Dusocker, R.G., aud P,J. Goven, " Procedure for Determinin;; a Momily of
Ninimal-Cost Netiork Flow Patterns", ORO Teciniocal Report 15, Operctions
Research Office, Johne Hopl:ins University, 1951. '




any increase in flou beyonl 2 will require a nfloveaw mentin. path", [For flow-
w-mentin’ computations, flov may e introduced in an arc in a direciion opposite to

that of an existin  flor in it, ‘This cmounts to the reduction of the existin flow

Ly an amount ecual o thgﬁoggosiic flov. It is obvious that the flow carryin; arc
does not hove to have an "initiol" capacity in the Opposite.direction in order to
allov for the opposite flow;, tiae mere fact of the existence of its presence flow
creates a potential for its reduction by an equol amouni. Thereforo, as soon &8
flow is introduced in an arc, a capacity for flow in the opposite cirection equal to
tne amount of flow is crected., The unit cost of such a flou is naturally the nejatiw
of the unit cost of the flov in the original direction, gince by introducing the
osposite flov we are actually reducin; the prizinel one. ‘his opposite capacity is
estallisred vhether the zrc ori-inally has 2 flov capacity in that opposite direction
or not. 1f this is the case, the new opposite capocity 1ill be utilized completely
before the ori inal one is used, since it will ~enerally carry a lover unit ocost, It
will be remembered that it is not necessary to install an opposite cepacity in arce
which can never carry flow in the opposite direction to their flows, for example, arc
emeryin:: from the source node, those conver in; on the sink node, and boundary aros
in plenar networks, In the netvork in Fijure (5.58), these will be (AB), (AC), (pr),
(zF), (oD) end (CE).

The ouly opposite capacities to be installed as a result of flovu in the path
(A=CD-D-i~F) zre « capacity of 2 in both ercs (¢3), with e unit cost of zevo, and
arc (DE), with a unit cost of (-2). The capacitics in the original directions of all
arcs in this path will have to he adjusted by a reducticn of 2 units,

A neu lowest—cost flov-au:mentin, path is then found in the adjusted network,
by shortest route compuiations. This peth (1=C-B-D-F) vith a cost slope of 15 and &
meximum flow au:mention of one unit dictated by the capacities of arce (AC) and (BD)

A swmary of the five flow-euzmenting paths is _iven in Table (5.5) below.

Table (5.5)

Path o ot Soge  Plow  Mov  Gast
1 (AwC~B-D-i=¥) U 2. T2 .2
2 (A=C=B-D-F) 15 1 3 3
3 (A=B-C~E~D=F) .17 2 -5 T
il (i=B=C—Z-D-T) 21 1 6 98
5 (A=DeC~E~D-F) 24 2 3 146
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The moximum flow in anv paih is 4.¢ maximum amount of aumenting flow which

could be passed throu-n the path at the iven cost slove. The cumulative flow is
the sum of the maximum flows over ~ll nrevious paths inclusive of the current one,
and the cumulative cost is the swm of the product of the coust slope with the maximum
flow,

Peth Ho. 3 tekes advantu e of the creatod cap:cities in arc (BC) at zero cost
end arc (uD) at a cost of (-2), up to 2 units vhen the new capecity in the latter
arc is cbsorbed, Its cost slope is 17. 1Im paih No, 4, which is the same as path
No. 3, erc (uD) assumer its oriiinzl capacity of (3) et a unit oost of (2) instead of
(=2), which results in an increase of 4 in the cost slope of the paih to reach 21,
The meximw. flow in peth No. /4 is 1 and is restricted by the acquired c:pacity in
arc (BC). 1In path No. 5 ars (BC) uses 2 units of its original oapacity of (4) at a
uait cost of (3) instead of zero, which reises the cost slope of the path to 24. The
capacity of flow in path No, 5 is limited by arc (ED), and no more flovw can be
alloved in the netvork, The maximum possible flow is J units &t & total cost of 143,

The computations ocould all he performed on the netvork by continuelly adjusticg
the fizures for the capacities and costs, 4 curve for minimus-cost o' sinst flow is
given in Piiure (5.5b), which shows that the relatiomship is piecewise linear.

It is interestin; to moie that saturatin; path. numbers 1 and 2 and introducing
& uwnit of flow in path No. 3 is equivalent to passin; one unit in path 1, one wnit inm
path 2, one wnit in path (1-B<D=E), and one unit in path (’C-i-F), oancellin: out
one unit of flov in (BC) a-minst one in (CC), and one 'wmit in (ZD) a-ainst ome in
(DE) et a total cost of 51, Similarly, if paths 1, 2 and 3 ~re soturated, the result
will be equivalent to passir.; one unit in paith 2, 70 units in peth (AeCeDeR) and
two units in path (A-Ced=P) at o total cost of 77. This shows that the sumsation of
_euzmentin: pathe is equivelent to summing orizinal paths at their original, rether
than adjusted costs. This fact is to be reteined for fu.ure reference in coste

otion analysis.

5¢9

The new project cosi-duration al ;ﬁrithm’ uvill bs exploined in connection with

* Developed jointly Ly the author with the support of UVIDO and £.J. Dunne in partial
fulfillmwent of his Ph.D. requirements ai the University of ILllinois.




the simple project network, N, in Fijure (5.7). Activities are (al.az....,as) end
nodes are (va.vl.v2 and v3). The relevant-data for cost-duration cnalysis about
the project are given in Table (5.5) below.

Table (5,5)
Activity Predecessor Max.num Hinimum Cost
Duration Daretion Slope
Y - ~ ) k]
a.a - 9 5 3
33 & 4 2 2
&y Y 16 10 5
55 aa.a; 12 . i 4

Critical path oomputations wiil show that the total project duration is 21
and that all paths are aritiosl. The next step is to comstruct a table shoving the
saxiaus reduction in each aotivity (its meximm dwetion less ite ataimm Suretion),
its cout slope and $tn slsck. Teble (5.7) below exhibito this informetion,

. 2 ; °
. ‘ s °
, 2 2 °
. 5 s 0
"3 s : °

mumamhmmmgmmwmum
&t sero oost,

The out network, N°, of the aotivity network is shows in Pinwe (5.0),
vith the information in Table (5.7) indicated on each are, the meximun reduotion
being in the nmumerator, and the ocost slope in the doncminctor. If an sctivity has
any slack, its amount is written in the numerator aund a sero indiosting the wmit
cost of its reduction is written in the dencminator rizht below. It will be notud
that dummy aotivities such as 53‘ have an infinite capacity for reduction at sero cost.
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Aetivity Network (N)
Fiqure (5.7)




s dewonstrated in section (5.5), the cost-duration problem con e interproted
s o minimwn=cost flow problem when the numbers in ihe numerctors are taken to be the
lovr ¢ secities of the croe and those in ihe denominator as their wnit costs of flov,

Table (5.8) shous the summary of +ic compuni~tions for the cost-dwration preblem
sin; the minimumecost flow al oritim, .Jach flow-augmentin:, poth represents the
ditions to and subtruotions from the srevious sot of reduciion sets.

| The set C, of reduction sets under colwmn (3) represenis ihe net reduction sets

B¢ ¥ (paths of N’ without dummy arcs), cfter increases are cancelled ovt with

eductions in tho seme aros (that is, flows in opposite directions are cancelled out),

i will be notjced that although in step (3) the flou aumenting path does not

orrespond t0 & complete reduction set, the se} Q3 consiots of 3} complete ones, This

mphasizes the ar;umemt thet the peduction ot any step is the result of the reduction
the members of o set of ocne or more reduction sets,

As in minimumecost flow analysis, computations could be largely oemducted on
he network in Figwe (5.0)s The results shown in Tebde (5.0) may be displayed e
craph such as Pigwre (5.9) The maximue rednction in :he project is 8 time wnite,

Biich nakes its miniwws wation 1) wite, at o siniwum sdditional cost of 75 wite,
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5.10 Nonplanar lletiorks

Nonplencr netorrke, such 2s the network ¥ in heavy lines in Fiawre (5.10), pose
specicl nroblems in tryin; io comstruct ihe cut netuork, If the procedure for
constructin;, the cut neiwork of o plenar network is folloved, nodss are placed in ell
re ions, nodes in zdjacent resions ore joined, proper orientation is siven to the
links acecordin; to the procedure o tlined “efore, cnd oppositely-oriented dashed-line
aros oare draim jorallel to the appropricie aros, The resultin_ network (the 1ijht-
lined -wivor't in Fijure (5.10) vill contcin as a path every POCS whioh consists of all
the orionted crcs intersected Ly e partition line join; from one side of the network
to the other; for example, tho sets ("1"‘3‘9‘2) and (“6"5‘5’34‘8‘3“"2)‘ It should be |
roted that in thie case the arcs involved in nonplenarity, that is, the d#rcs inter-
secting at o point vhich is not & node, numely, ares e 3 and a,, are represented in
this netourk by two arcs cach (aya}' and awl;).

The new network, however, does mot contcoin eny POCI whioh does not constitute
61l oriented arcs intersected by sny partition line. The POCS (&1-059;&}), which is
sufficient to interrupt all pathti?mv to v, in o minimal vay, ommot Ve obtained
by any pertition line, liowever, if aro :, is ﬁﬂ*dw! arovnd node vy as in Pgure
(5.11) o aveid inmtersecting ‘3' & mﬂﬂm 1ine sould be d&rawn which starte from
rezion 5 outside the network, and interseots orcs o, By otg oy and a, in this oxder,
Of these, only ares 8y 48 and a, are oriented, and they constitite the POUS in

This POC3 mar be obtoined in the netuork by plocing two additions)l nodes 07 and
Gy (Pizure 5.11), Joining nodes ¢, and 0, and nodes Og cnd G, by dashed lines in the
orientation showm in the fizure, ta renpresent fha opposites of arvs 55 and &9 and
joining G'I and Gg by o soiid line representin; Bge to be identified ae li?‘.»ia opder
to distinsuish it from the previous presentation of 8y in the cut network, PFiare
(5.11) shous the omly path representin: a POC3 not existin: im Pigure (5.10).
Suparimposin; the tuwe e obtain the out netuvork am Pigure (5.12),

The procedure is then to introduce additional nodes for every nomplanarity, by
stretchiny the arcs involved in the nonplanarity 30 ns to avoid the present '
interseotion, .ud joining the nov nodes tosether and with old onen with.eolid and
dashed arce, in order to crewts paths in She cut network redreoonting the POCSYe
otherrise lnposaeibl: to represent,
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5611 YNetvork Simplification

Simhlification may be effected in 1o vo.rs:
(a) 3y combination:

M sat of cctivities siricily in porrllel, thot is, all heving the same
etarting node and the same terminating node, can be combined to form ome
activity, with one cost-duration funciion. This can be done Ly adding the cost
slopec of the eciivities at each level of reduciion within the total ranje of
reduction for thic sel, 1liich is the smallest maximum reduction of all its activit-
ies, including their slacks,

It ie ouvious that i{ the slack of an activity is greater than the moximum
rxduction of a perallel activity, it will never have an opportunity for reduction,
and it could bYe excluded from cosi-duration calculations. This will Le taken care of
eutometicclly in the combinntion process by the faot that the combined activity uill )
not include the ensei glope of ihat slack activity as part of its coet slope.

5 set of aotivities strictly in series, that is, o set of activities forming &
subpcth in the network, such that any poth including an cetivity in the set will
inolude 8ll activities in the eet, maverlso be subjocted to combinction, The ocombin
678t slope will be defined, at any level of reduction, by the minimua of the sum of
cost-alopes of the activities in the series producin: that reduction, TFor the linear
orae under consideration, the firei ran;e of reduction is effeated; throuch the minim
cont slope activity, the second ranje by the next to minimum and so on, For non-lin
oases dynsmic pro-ramming could bLe used to find the ocombined cost-duration function.

If . separabla nart of the network consists of sous of activitiss in series and
in parallel, o succession of comuination steps can result in the combination of all
into one activity.

(v} By eliminztion:

Some slack activities are such that even when the project is reduced to
ita bare minimum durction, no reduction in them will bLe necessary., If such activitie
can be ideutified before cost-duration analysis is conducted, a let-off effort could
ve saved, The procedure vhich tvill he described here oon identify ell such slack
octivities except anyone vhich lies on a path, or a set of paths, strictly perallel
to some other peth uhose medimum reduction is less than the slack of the ;iven
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ectivity. If such parallel cctivities hove Leen trected os susgested hefore, the

sroposed procedure vwill eliminate all cctivi.ies not relevant to cost-duration
anclysis,

The procedure is sinple and consist of findin:; the total project duration under
complete oresh of activities, and them rumnin: forverd critical path computations
using normel activity durations up to the last node (finis) node). The earliest
finish of that node will be the project duration wnder normel activity durations,

No/ force the ores) duration of the project as the latest finish time of the last
node, and compute the latest finish of all activities in the network, Some of these
slacks will neturally be ne:ntive, the most ne:ative bein_, of course, the aritical
activities, The activities with positive slaok cen e easily elimincted, as they
will iever be reduced. This will take care of eliminatin: all M mmtm.
unless soms are strictly parallel to ones which cre relevant,

It is quite oomosivable that after elimihatin; all irrelevant activities ve end
wmummuuwmmwmamwwzm
5.12 31ac |

Mmtmetthmw z-rm,mcknum.mmm
activities inoluded in the txmwm 7eth in question, but on cther activities
in the project as well, It is possible to iﬁnﬁfy these ‘slack activities vhich ere
to be reduced with raference to the cut network, but it i easiest to do that 4y

mmmummmmmmmmmumm'mm
slack on it, ‘

3.13 Sysesry I
sumsarised in the followin: stepes _
(s) Simplify the metwork by combigation, eliminetion or both.
(v) Por ench sotivity in the modified natwork, find the elsck, maximws y
reduction and cost slops. If the activity is slack or prioe-wise
klinw. then for each renge in the cost-duration relationship, speoify

thoclmcfthkhanmtcfthamtm.mﬁthmm
dmtimumntm in & fraction and the correspondin: costs




*

(c)

()
(o)
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underneath. For excmple, an activity with these numbers 2
0 ’ ‘~~;- ’ \.)
nas a slock (rero cost) of 3, . cost slope of . for . moximum reduction

of 2 and & cost slope oi 5 for o moximwn reduction of 5.

Construct the ocut network for the modified network, Place the
information developed in step (b) on the reapective arcs.

Conduct minimum-gost flov calcovletions.

Draw the cost-duration curve,

The new procedure has disiinct advantc es over all ol proced wres, especially
for use in developing countries. . mon; these iret

(2)

{v)

()

()

(o)

(£)

Due to the soarcity of skills in solvin: network problems in developing
countries, & neu procedure ill have o he aimple, direct, easy to
explain and ecsy to compute,

A a result of the luck of computin: facilities, the method should
preferably be & hand method, which it basiocally is.

It in possible to expand the use of this procedure 10 include oasen of
rendon cost functions, These cemss are of specific interest in
developing mations, Puriher work im this ares is needed,

The method has demonsirated its adrptability to price-wise 1inear
convex~shaped cort functions over and above the simple linear case,
vhich is something beyon; most aveilable procedures, Murthermore, the
method hrs & -rent deal of jromise for solving the discrete case vhen
only two dirctions are possible either normal or orash, end nothing in
between, This cese, and the ~wnersl non-lineas case, need further
resecrch,

The method not only gives the optimua reduction wets, s also any
ulternative optimz, rivin; the decision-maker a latitude for choioe.

Sensitivity analysio, to test the effect of unexpected variations in

the perameters on the total cost finction, and parametric enclysis, to
explore the potential benefit in changin, some parcmeters (resources) or
costs, may be easily performed usin: this method. An interesting test is
ihat of finding the effects of altermative reductions in verious activiti
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at different costs on the total Jroject costediralion curve,

514  Comgen:s

"hy is cost—duraiion en:lysis consicered as one system's coproach to industrizl
project implementetion? The anever lies an the fact thet rather than providin;, one
single pro_ramme for implementin; a certain sroject, it ;ives ¢ ran; e of alternatives
for project dwration ot different costs. ‘the decision maker car then choose the
duretion that bes’ suiin his conditioms, 'There are four possible situationss

(a) That oost is the primary factor, in uhiol case the nermal duration
is used unless vith very sli-ht addilional cost the projeot may be
accelerated oppracicbly,

() That time is the rimary factor, in which case the orash duration is
used unless with. o very slicht sacrifios in time & rpect denl of ocost
saving is rained,

(o) at ziven the project costedubtition cwve, the deoision-mak
make & subjeotive cliolce of the optimm durction,

(@) That siven the function of eovings versus time reduced, or costs versus
deleys (if o deadline is to be met), the optdmum duration will be that
which minimizes the sum of the coste of reduction and delay, or
moxinises the savings less the cost of reduction.

It is thie last approach thai i> worth fuwrther reflection. It takes expliocitly
into consideration the cost of deley, vhich ¢ an impertant .ad often forotten oont,
It consists of the overhoad cost tied up with the project during the period of dslay,
any additional and unnecessary direct oosts inourred on activities and the lort
production of the wo;«m (e; pemalties to e vaid to owmers). On the other hand,
early completion of project mey yield added production (or » premium by ovmers).

The ourve for the oost of delay aainst project dwration will have an @m
trend, vhile that for the cost of acoeleraiion versus duration will have a doweward
trend. Suming; the two, o ocombined curve iill be obtained with & minimun pom st
the cptimum project duration,
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6. CRITICAL LiBOURC? \LLOCATION AITD [5C.HDULLEG

The problem of ~ritical rescurces is ~ central problem in developing countries
Therefore, it requires aspecinl attention by thuse in charge of osroject implementati
A critical resource is a resource whose level of availability at a given point in
time (or within a period of time) may pose ~ conatraint on the operation of the
gystem. Resources arc men. ecuipnent, materinl and money, and any of these can
be critical at any point of tims. The problen of eritical resources moy belong

to any one of the followinz cntegories:

(2) The resourcs is adequate for all demands on it within a ziven period
of time, but it is required to control the rat: ~t which the resource is used by
the different activities, eithsr to avoid excceding the Limit on the resource, or
to maintain o constant rate of usage or any other daéired pattern for that rate,
This is the problem of "resource lewelldmg’, nd nomally a feasible schedule of
the critical resource to satisfy the roquir:d conditions is necded.

(b) The resource is inadequate for all lcmands on it within a given neriod
of time, and a distribution of the roessurecs over the uscs must fall short of the
requests for it., This is pousible when parwvs of the system can operate at lower
levels of the resource than is ncrmally cxpected tc. This ia the ‘'rosource
allocation problem”. It is normally faced when a cutback in the investment budget
is enforced and o retrenchment programme becumes necessary. In these cases, an
activity may be reduced in level or quality, and a project may be decrzased in
volume or quality or completely olimirated. The objective is usually to alloocate
resources over activities for maximum bonefit from the project or sot of projects.

(¢) The vesource is inadequate for all demands on it within a given period
of time, nd a feasible programme requires the socheduling H»f the resource beyond
that period. This is the "resource scheduling problem'. 1in such nrobleoms, the
objective is genorally tu schedule the use »f the r;aaurcé to minimize the amount

of extension in tims beyond the given period.

(d) The rosources of the nroject are adequate for all demands on them within
the time period of the oroject, bul adlitional lewvels of some resources are
available at adiitionel costo, so that 2 rofuetion in the time ceriod of the proje

is possibl.. Decisionsg concerning these situations roquire the “eost-<duration
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analysis'! digeussed in Chiptor 5 of tnia stuy. The objective 1is mainly to

determine th: optimum duratisn wnd the sinimum cost corresponding to it.

Aporoaches to solving problems .f typs (-) nnd typs (0) “re more or less
rinilar. Most of them depend on an initial gcheduling of rosuurces with no regaord
to capacity and then succaszsive adjustnonta tosdng the limits on capucity into
consideration. The procedures arc mostly heuristic, and s.me aro prosrymned on
computers. Other mathods dapend n implicit or oxplicit enumeration of all
poasible sohedules.

Appeniix P-4 ® i3 a2 list of mony of the articles wvitton about critical
rcasouree analysis,

In oritical resource prohlems, ospeciclly those of the cost-duration type,
planning for resource acquisition is essential, and should go hand-in-hand with
programming the use of thoe rasources.

L = iy - Dl o T N NN

* Compiled by E.J. Dunne, University of Illinois, Urbana, Illinois, 1970.




Te DICISIONS LI SYS3TWMS

Tel Optimization

..........

Th: ultimata purposc 1. aysteme wnnlyeis is to ro.ch bettar decisions, offect
batter contral, -nl impreve systom porforaunce, whethor the systom is A project
or ~n cregcnization Twoe ~ppronches t- einionemnlking nre cutlined here, the first

being optinization ant the seeond beiag oxperimentaticn.

If on explicit critorion function onn b rveloped whilch sives A measure of
offectivencsa in roaening avotom  bieotives, tion it nay be pussible, through
3ome comput~tionl proccdure, to fiad (e solulion (oo ieion or pcliey), which
nttaing the best lovel f th. epiteriun Punetion, This is optiaigation. When the
computational procodur for opticdgation thar-ugh snalytic or numaricnl methods are
prohiditivy, nosreoptioum >r suboptious solutions ars sought through approximntions
or through heuristic mothods.  Hewristic methols seek solutions to a problem throug
trial and error procedurcs, relying hesvily on the problamesolver's xporionce in
finding clues to ° proper sulution., Sumpwb-»s hove oean progrommed to use heuristi
msthode in solving robloma,

In Chaptor 5 of thie stwiy, = rrocedurs for finiing the optimum costeduration
relationship in ~ctivity netwr e s been described. In Chapter 6, it was shown
how optimization ~5l “euristic metho s soy B wesd tu solve the critical resource
aliscation problem. Indeed, the 1it.rture gtill contains very little on the
sul jeot of cptimization ia project ‘Lanning cnd implementation.

Te2 Exveripent tin

EAE R TnE ey

If the qunlit-tive aspects of the objectiven of o aystem are predominant, or
if the diverse obj ctives sre in conflict, thon the expreasion of an axplioit |
criterion function nny not be possible. Alas, if ths system is so complex that the
senrch for the optimum ur oven near-optimum cnn be futile, cother methods will have
to be resorted to. In thome cases, it is posgible to construct a model of the
systom, usually in the form of o set of mathemationl equations,; introduce inputs int

< the wodel; impose certain policiza or decision rules, and observe the system's
outputs. everal policien cull then be tcated in order to choose the one which
gives the most 2sirnble outputs. Inputs shoul! represent the roal inputs the

~etunl systom ia crpestod o roceive . nd utputs may be judged on the bosis of the

complesx sot o0 criteria of the zrgton.
o




Sometimes even when &n optimization procedure is available, it may be more
economical to rcech a solutiun through experimentat on.

Exporimentation in systems is gener:lly referred to as siaulation. Several

»pproaches to simulation of managerial systems have been followed, with associated

computer progruanes such as SIMSCRIDI\m and GPSSAW « Ag approach with particular
20

interest is “industrial dyﬁamics" =<y with its computer language, DYNAMO. It
seems that such an approach may be of promising potential for applications to
problems of managing the implementation of several industrial projects,

St Al Aot « .o s

18/ Merkowits, Harry M., Bernard Hausner, and Herbert Wl. Karr, “SIMSCRIM
, A Simulation Programming language”, Prentice~Ysll, Englewood Cliffs, N.J.,1963

19/ "Qeneral Purpose Simulation 3ystem/360 GPSS/360", IM Application Programmes
H20-0304~3, Introductory User's Manual and Hi0=0326-2, User's Manual-Inter
national Business Mochines, White Plains, N.v., 1968.

29/ Forrester, J., "Industrial Dynamics", M.I.T. Press, Cambridge, Massachusetts,
1962.
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8, OYITRM CONTROL

8.1 Blements of Control

...................

The control ci - gyirtem ne-ns the assurance that the system is prrsuing itu
objectives according to »lan.

Control involves the follawing elcncnts:
() Performmncs criteriz.
(b) Information fardback.
(c¢) Corrective decisions.

(d) Corrective actions.

The absence of any one of these elements would result in the ineffectivensss
of the control system.

8.2 Performance Criteria

Lt R e

No control is poasible withovt some reference datum, againat which it is judgel
whether the gystem iz under contrel or eut of it. Criteris are to be maintained
for the system as a whole, as well as for its coaponeats and sub-gystems. They
should exist for the [inal nroduct of the uystem as well as for the nroccusses
yiﬁiiing the final product. Without effective control over the couponents and
procesied, it may be too late to establish any control over the total syatem, or
its final output.

Component performance meagures should branch out from total system performance
measures, and proceass criteria should be derived from final product criteria.

Performance criteria may be in the form of fixed starndards or as minimam |
standards with some incentive to exceed them. These st:ndards may refer to qualiiy,
quantity, cest, or time. Quality standaivias arc erpresuze. with reference to
specifications, tut also with reference to the proportion of items which are allowst
to fall outside specifications. Cuantities produced of itema to be used in ocon-
struction, such as doors and windows, measurable construction itema, such as miles
of roads,; and worker nroductivity are oftsn imsortant standards to maintain., Cost
standards car be developed for activities cr cost centres, Also, target dates are

get for the completion of activiticss so that the target date for the total project
ig ret,
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All of this meane that staidards for all lhose asnects of system performance
chould be siored in praper files Tor each component, sub-system und proccss. Thege
st.ndards may be modified, but they should always be realistic and accepted by all

maople concerned.

8.3 Information Feedback

The information system suppoerting the control function is of central importance.
Jithout up=to=dsis information about the actual - as contrasied to desired - pers-
formance of the system, control would be impossibie. Feedback information should
emphasige deviation from atandards or plans. The most eificient type of fiedback
control is that which depends cn information about anticipated deviations, so that
action oould be taken before duration aotually ocours. This requires an effective
forecasting and prediction mechanism. For example, if & shortage of & certain
item used in project implementation is mensed in the market, steps could be aken
to overcome this problem before the shortage in the market becomes stshartaca in
the company's own warehouse.

Up~to-date reports on the actual progreus of work, from procurement of materia.

and recruitment of personnel to actual completion of activities, should be mmﬂ
and sumarized in a form usable by the deci ﬁionwwaar%?

Most mansgoment systems in charge of donstrwotion operations, especially in
developing oountries, suffer from the lack of an appropriate ocost ‘acoounting proe
cedure. Three acoounting aysteme are needed in any such arminﬁm*

(a) Mnancial accounting.

(b) Payroll acoounting

(8) Cost accounting,

The first two are classical ard they exist in almost all a is

the third system that poses a problom, especially when : modern mﬁaa is i&ﬂM;
which maintains records about standard cosis.

The data for a t}piea; cost scoount on a project are:

acoount ID

account desoription
egtimated quamity nceded
estimated ocost of material
eatimated cost of labour
actual quantity purchased .
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actual cost or wrieriul purchosed
acwuol cuontit; sosed

accval lahour hours

cetael lahour casd,

‘n example o the drtc Tor . singls  stivity of o (M netvork is the followin;

activity IT

cost cccount number

sotivity;r descrintion
activity dJduwration

cost of ectiviily

immedi. . te predecessors
resource iypes ond ¢uantitios
ecrliest sohedulcd stort date
earliest ached:'led finish date
latest scheduled siort date
latect scheduled finish date
snecicl remorks

Cross referencas should tie the individuwl dota in & dato network vithin the

system, ‘lith dato eppropriately orianised, compuier pro/ramming could be resorted
%o fopr dcitc processing,

G4  Cogrec

Decision-making in n/stems ves disovssed in Chapter 7, Hovever, corrective
deciiions are ai an operational level, and should be made at the lovest manarement
level at vhich &ll the information needed for decisiens ocon be assembled, and which ,
» 8 the required decision-makin- s:ills, Unlesr cowordinction is necessary amory;
corrective decisions in sever:l places in the system, deceniralisation should be
adaered to, in order io reduce tho lead “ine in reactin: to deviationr, lhat
meles corrective decisions easy to decentralise is the presence of clesr rerformence |
standards,

(41

Needlogs to ov, corrective decisions should be oounled with oorrective aotie "V
Azein, the delay in commmionting: the decision to the implementors could he reduced
if the decision is mnde at o lewel clome to the cxecutors.

Se0  Delzy in Peedbrol:

Trro empects oi conirol ore werih mentioning hers. ‘he first is that & feedback

loop may Le contmincd in cneivlier ind no on. For evemle, uien material is needed,

orders ore made for withdrarcl ‘rom o msioreroom. If this is out of metericl, another




Feedhack loop takes the order io & ‘eneril unrehouce ond enotier perhzps to the
manufacturer or the imnorter,

The second onpect is the deloy noture of feedbock. It should be noted thot
the delcy oonsisis ol the swn of the del~:rs in information collection =nd reportin:;,
decision-mnking, communicoiion of deciszion, cotion ond response to cction. The
longer each one of these eloments tales, the longer the delay is, und the worcs the
deviation from blun becomes, with the res:lt tha‘ correction cesumes o hi_hor cost.
The situation is more ariticel uhen more then one feedback loop has t0 be travelled.




Ge HYTvia INPROVI NI

9.1 MNethods ol Improvement

One of the most importont qualitice of successiul or caicotion is their
consistent pursuii of sell-improvement. In or ~ni.ctions in charge of consiruction

operations the follovin, cre simple dircctions for improvemeni of oroject implementa

ions
(2) Modwlor construction:

If an or tnizction ie in chare of implementin: srojects of similar
noture, One of %he pogsivle ways Lo cut cosis, speed consiruction and
increase reliability is 4o desiim ond cometruc’ standard modules (for
excmple of doors, iindows, attacimenis, peiterns, etc,) vhich could
he used on o uroed range of nrojects,

(b) Iote banks

‘The uae of improved iniormction colleotion nnd hondling systems can
provide gi nificeny impuevomentis in svsienm performence, The idea of a
deta bank is ihat of o macter file, containing information about the
operations and cotivities of compleied projects und projecis to be
implomented, resources, productivity, costis, aveilability of meterial
cnd their sources, and ell informetion which could bo wsed in fuiwre

planning and implementation of indvatricl projects, Co-operat’se firvres
from oiher industries ~mnd oihcr couptrien ~re often siored. he
mechenization of Lhe date henk throuch electronic computers mokes
information siorcs, e and processin; much easier,

9.2  Qoal snd Constreint Refinement

An or mnization lives in a changing enviromment, cbhundant materisls Lecome
scarce, and other material become abundant, Prices and wejes increcse, and technolo]
chanjes, !/ vicble or;anization is one vhich cdopts itmelf to environment,

Adaptation involves modifying the perceived constraints, and perhaps chan-ing
the ~oals, rith the result thot the decision rules chen e,

lanasjement of o project or on ornization should lreep cuare of ticse chances
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and edapt to them o8 they ocour, Detter still, ilhey should anticipate their
occurrence cnd prepare themselves eliecd of tima.
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10, SYStiM CVULU.TION

10,1 The Project

The mosi obvious criterion for i e success of the implementation of a project
is viiether ii has bLeen complcied on or before the scheduled dote, accordin; to the
specificaiions set on it, and 'rithin the cost limiis apsimed to it, lovever,
sopuisticoted ovaluation should o “eyond thot, since the iniiiol costs mey have
been exa zerated or wderestim-ied.

There is no easy answer to this (uesiion, but i1 im ai lerst clear that the
existence of performance criteric and standardes is esseniial fur the development of
a sound evaluction procedure,

Bvaluntion should slso take inio consideration the obility of the people in
charze of implomentation to deml riih comtin encies or they arise. It is this ability
that quite often decides whether the project 1ill Le completed on time, or completed
et all,

10.2

e or;aniszetion in charse of project impleaeniction, cs an omegoing conoern,
can accumulate informtion and experience abowu the implementation of industricl
projects, vhich can be used in implementotion plamning, oontrol and evaluation. In
faot, the performence of the or:anization ae o thole could be jud;ed in terms of its
ability to improve on past performence, Cosis should consistently become lover as
experience is :nined, occurrences of missed desdlines and penclties for delay should
become less, and complaints about devictions from quality standerds shoulld diminish,

Another dimension for evaluciion is the nbility of the or anization to 0o
ordincte the implemeniziion of severul projecis, schedule the use of soarce resovwrces,
and gear the implementation of projecis to other industrial plans in the country.

The oriterion here is not the success of implementetion of one sin;le nroject, but
that of an indusirial plan. )

A third dimension ic that ol the success with vhich it develops its om
resources, mcn, equipment, inform~iion system and orsmmization., ‘ithout a proper
development of iis o:m resources, an or: onisciion 1ill not be cepedle of carryin:
ovt the implementation of »rojects, viose demenir bscome increaringly complex as the
nrocess of industriclizaiion ecomcs more extensive.
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10.3 The Smam A pproech

A very si'nificant question to ve ruised &t the end of this study on the
application of sy-tems analysis to industrial project implementation in developing
countries, is whether such an zpyroach ic of any use to these countries,

It could be safely stated that a systematic approach to project implementetion,
even in a ocrude form, cculd be of greai use in:
(.) Describin; the needs of the project in precise terms, and relating
the components of the project in a meaningful and acourate way,

(.) Making reslistic estimates of completion dates and woidmé over
anbitious promises,

(c) Poousing sttention on oritical activities and bottlemeck operztions,

(a4) Computin; demands on criticel resowrces and pro-rammin: the supply
of suolh: rescurces.

(e¢) Bxplovration of alternctive plans or poliocies.

(£) Providirg a structure which helps in detemmining the dats nesded
to worric out & plan.

() Mrmishing & oonceptusl framewor.: vhich cvides thimking in planning
and decision-mling, and which may serve as & training tool for those
wie are workin: in the ares,
However, & number of objectioms and oriticiems have besm levelled a;ainet the
systems spprosch, especially as it relates to the use of mathematiocal modela, in the
study of complex symiems., klhe folloving are exampl

(2) lack of adequate and socurste data, this being even mere 20 in
developing countries. Although this statement is Wﬁr 2,
acospting it as face value would inhidit the devsl , of
neeningful data in the future, since thers should Ihﬂ*p be &
theoretical structure around which data is ocollected.

(b) Insdequacy of the model. In the author's opinion, with the use of
sone model, even if it vere orle, more accurats estimstes of the
consequences of a plan are likely to be produced than vhen no sodel is
used at all.




(c)

(2)

(e)

(f)

~3.jm

Inaccuracy of simplifyying assumption. !’ test of the validity of
an aasumptionf or the sencitivity of the system's output to it,

can answer ihis (ueation,

The presence of uniested assumptions. These are more danserous
than simplifying essw.ptions because there is enerally no auareness
of their existence. The systems enalyst should keep his eyes open
to avoid such traps,

Lack of adequate computing facilities, Thie is an argument for
oreatin., orseni-ations to take char:e of implementciion.

Emphasis on the quantitative, rether than the qualitative, aspects
of systems, A zood systems analyst tries to avoid just that by
tekin; socicl, political and human fantors into comsideration
implicitly or explicitly., The interaction Letueen the cuantitative o
and qualitative aspeots of systems could be the subject of the study
of the system, for example, determining the economic cost of & social
or political deoision,
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11 LTCITTNDA N IONT

11.1 Requirement for Successful Anplication of Systems Analysis

In the light of the study, the following are the elements which would contribute
to the success of a systcms analyeis study of industrial project implementation in
developing countrics;

(a) The existence of an adequate data collection system.
(v) The existence of an adequate data processing system.

(o) The evistence of pcrsomnel spcoialiscd in systems analycis with a
good knowledge of its philosophy and techniques They should also
be knowladgeable in the areas of opcrations research and computer
soience. Besides, they should be familiar with the managerial amd
technical probloms of industrial projoct implementation.

(4) The suppert of top management of the projcot or the crganisation.

The success of systems analysis cannot comtinmue without supporting research.
| The areas which badly need research offort arc;
(a) Critical resource analysis

(v) Applioation of simulation téchniques to indusirial project
implementation.

(¢) Resource scheduling over a mumber of projects
(4) Informstion mm.ﬂ nw The mnm

(e) OCoat estimating, mim M ocontrol ef mm
orojeot implementation.

Indeed, ﬁa#t&mﬁm&wmﬁs&mmmwﬂ
mmmmﬁrmnummmmﬁmmwmu ‘
mmtasﬁu.




e .

A. THE SCOPE OF THE GENERAL ARIA

A.1 The purpose

In this appendix, a list of the major topics under each one of the four main
arcas referred to in Chapter 2 will be developed. The list will be neither detailed
not comprehensive, it will only represent the main subjects that can be candidates
to a programme in O.R.

It will be recognized that a great deal of overlap exists between the four areas.
However, a topic will be 1isted only under one area, the one which draws upon it
more froquently.

A.2 Qperations research

Be 4N 68

1. The genora. lincar programming model
ii. The simplex proocedure
444, Resolution of degensracy
iv. The transportation problem
v. The assignment problea
vi, The dual prodlem
vii. Sensitivity analysis
viii. Pammetric linear programming
ix. Upper bounds
X. Secondary constraints
x8. Decomposition technigues (
xii. Advanced linear programming computing techiiques
xiii. The travelling salesman prodiem
xiv. Tac caterer prodlem

®.

(Linear prograaming is o special case whioh has been presented separately)

i. Quadratic programming

ii. Non-linear programming
iii.  Integer programming (including the sero-one case)
iv. Stochastic programming

V. Geometric programming
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c. Dynamic Programming

i. Problems of sequential decisions
ii. Deterministioc processes - limited horiszon
iii. Deterministic processes - unlimited horirzon
iv. Stochastic processes - limited horison
v. Stochastic processes - unlimited horison
vi. Adaptive processes
vii. Dynamio programming and finite Markov chains

4.

i. Networks, definition, interpretations and tasic relationships
ii. The shortest route proviea

111, Flow networks, - maximum flow (am:ﬂt&m&m
v minimum cost.

iv. Activity networks - 0PN and PERT, *he oritical path, cost durstion
relationships, resource allocation. :

v. The minimal spanning tree prodiem.

[

i. Single-channel queues - Poisson (infinite and finite)
ii. Single-channel queues - Trlang
iii. Multiple~channel quoues
iv. Sequential queves
v. The transieat state o
vi, Simulation in queuss
vii. Networks of queues
viii. Optimisation in Markov ohains

f.

i. The nature of iaveatory problems :
ii. Doomomic 10t sise models (without and with W}

144, Other static deterwministic models ~ price breaks, step functions
for holdirg cost, price~dependent demsnd, mﬁ& for slow=
moving items. ,

iv. Statioc probabilistic models (without and with uw cost)
v. Inventory control systems and evaluation




vi.
vii.
viii,
ix.

Dynamic models (multi-period problems)
Parallel stations

Stations in geries

Multi-echelon (multi-stage) inventory problems

€  Replacement Nodeis

i. Replacement of items which deteriorate gradually
i1. ' Replacement of items which fail suddenly
iii. Oroup replacement
iv. MNainvenance and imspeotion
v. Reliability
h.
i, The nature of soheduling problems and evaluation oriteria
11.  Pinite sequencing for a single machine
114, Waﬁm per job prodlems
iv. Flow-shop scheduling
v. Gemeral n/m job-shop prodlem
vi. Aesendbly-line balancing prodlems
vii. Application of queuing eystess
viii. Continuous job-ghop processss
i. Oradient methods
1. Brench-end-bound techniques
iii, Optisum search metlods
iv. Pontryagin maximus principle
A3 fystene Anelreis
a
®.
i. The dlock diagram
ii. Networks and decision trees
iii. Flow graphs




G,

d.

L

' O

| B

g T
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Information Systems

i. Information requirements
ii. Information systems design
4ii. Seleoting the information processing equipment

Control Systeas

i. First-order prediotion and control
ii. Second-order prediction and control
iii. Peedback and adaptive control

iv. System classificaticn

Srsten Complexity

i. Complexity and variety

ii. Requisite variety
iii. NMomory cspacity and speed of prooessing
iv. Oywtem sise and Ashiy's law

. Methods of simplification |
i1, Sconomic analysis of simplification

1. Applications of Boolean Algehra and propesitional caleulus
1. Truth tadles |
i34, Symptom-cuuse vomplex tablcs

ii. Boonomic mnalysis
$ii. Pinsncial plamning

ii. Long-range plamning
iii. Structuring the systea'’s organisation
iv. Taoctiocal planning and oontrol
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J. System Simulation

i, Simulation as a technique when everything else fails
ii, Conducting the simulation study
iii. Industrial dynanics
iv. Testing tho resilts of simulation
v. Limitations of simulation
A.4  Sygteas ngingering
a. fiow U
i. Rules of signal-flow graphs
ii. The single~loop feedback graph
jit. QGraph reduction - Mason's rule
». BASEE st
{. Yodels of communication systems
§i. Definition of information ~ properties of average rage infom
iii. 'The compatability problem
iv. Information content of messages an' signals
v. Statistioal encoding and translator properties
vi. The properties of messages and signals ‘
vii, Channel proporties
L+ 1 BROROX _ | ,j?ﬂ Aneary
4. Definition of feedback systess
ii. The laplace transform .
i.i. Froquancy response
iv. System stability
v. Sonsitivity
.
i. Adaptive control
ii. Identifiontion, dccision, modification
iii. Loarning systems
iv. Pattern recognition
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6. System Degign

i. The economic agpocts of duaign

ii. The psychological aspects of synthesis - creativity
iii. Automated and computor-aided deeign

iv. Ivaluating the systom design

f. Computer end Systems

i. The rnle of computers in systems anaiysis, desim and operations
ii. Uses for information handling (data processing)
1414. Uses in eystom design - sutomatod and computer-sided design,
houristic design, eoto.

iv. Uses in decision-making and probles-solving - simulation,
° ing of largo~scale mumerical unﬁﬂ. heuristio protien
- m; oto,

v. &ﬂf.ﬁmmﬂﬁ.

4. Ilements of s decision

11. Classifications of decisions

14§, Criterin and docisios rules

fv. DBehaviora) snd statistical decision theories

i, Expected values and utility
13. - Nessurement of utility-simpls m
+ . §44., Properties of utility
iv. Usility and &Mﬁ mmg
- % Inoaneistency of preference

. Nodels of riskless choice
48, Nam-cospute: Do~operetion




d.  Decision-Making Under Uncertainty (complete Ignorance)

i.
ii.

The criteria

Tecehniques of choice

C. Deoi-ion-Makigg Under Lisk

i.
ii.
114,
iv.

is,

118,
iv.

1.

iit.

iv.
v.

Bayos theorom and Bayesian statistios in decinwwg
A priori probavilities

A posteriori probabilities (revised probabilitics)
Sufficient statistics and non-informative stopping
Opportunity loss

The valuc of inrormation

Optimel semplo-sise in decision problems

onflict (Game Theory)
The charactoristic of conflict situations - oconflict and
coc-operation and intermediate situations

Two-porson soro sum games - with and without saddle points,
game valuc, mixed strategies. : g ,

Dominant strategios

Two-person non-scro sum games

n~porwon games (2ero sun and ROR=-Scro sum)

Mothods of solution - graphical, algobraic, limear programming.
Bidding theory~—— opon bids, closed bids, collections

Group decisicn-making (an axiomatic treatment)

Rationality - man as a rational animal, optimising and satisficing,
rationality and ethics, limits on rationality, payohological needs
and rational*decision

Group docisions ~ autooratic, majority ocoersion, ity coersion,
unanimity, group manipulation, interpersonal relations

Decision-making under pressurc - time limit, distress, very linited
choice, onc-shot decisions

Attitude toward risk - persomal characteristics, cavirommental factors
Contributions of bechevioral science to deooision theory.
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