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FOREWORD

Many developing cor ntries have devoted considerable effort to formulating
comprehensive and consistent industrial development programmes but have
not devoted similar effort to carrying out these programmes, with the result
that many countries have failed to attain their industrial development goals.
Experience has shown that a developing country encounters various obstacles
in its efforts to implement industrial projects, some of which are beyond its
control. Bearing this in mind, the United Nations Industrial Development
Organization (UNIDO) has initiated a series of publications entitled “Industrial
Implementation Systems” dealing with problems encountered in the im-
plemcatation and follow-up of industrial programmes and projects.

Experts of the United Nations Development Programme and other inter-
national advisers have reported that the lack of programming and control of
implementation of industrial projects is one of the most important of the various
factors contributing to implementation shortcomings. In most developing
countries no formal techniques or procedures for such programming have been
available. In the absence of these it has not been possible to draw up successful
plans of operation or effective implementation schedules. Thus projects have
been hampered by delays, costs have exceeded estimates, and project implementa-
tion has fallen short of expectations.

This publication, the first in a series, is concerned therefore with operational
techniques for programming and control of the implementation of industrial
projects in the hope that the ideas expresscd may reach technical assistance
experts and those working in planning, programming, implementation and
follow-up in developing countries.

This study was prepared by the -ecretariat of UNIDO with the help of
a consultant, John W. Fondahl, of Stanford University, Stanford, California,
USA. A~
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INTRODUCTION

For effective project implementation, management must work according
to aa implementation plan that indicates the chronological order of the various
component activities or tasks that must be completed before a project can start
operstions. Mamagement must ensure that all these component activities are
accomphished according to schedule. But, since resources in most developing
countries are frequently in short supply, project implementation is usually rather
chfficult. Funds to tinance undertakings are frequently limited. Implementation
delays waste scarce resources, increase maintenance and repair work and hence
imcrease costs. Skilled and experienced manpower 1s frequently scarce, and thus
dependable estimates of productivity and resulting time, resource, and cost

requirements are not casy to make. For the same reasons actual execution fre-
q-ady deviates from the forecast execution ; this means that if an implementation
plan 18 to continue to guide the execution of a project, it must be updated fre-
quently. On the other hand, early completion with a minimum of delays allows
the new facilities to start production and furnish output that is usually badly

_{

Programamung for implementation of industrial programmes and projects in
the environment of a developing country will be more cffective if it does not

better resuits tham procedures that require electronic computer processing at
remose facilities, often performed by outside experts lacking close daily contact
with the project.

The implesmentation of any important and complex project should be care-
fully programmed. Objectives should be clearly defined, and those persons
having the hovbdpdthwakwpmpucmthuptogram-
ming. The term “implementation programming’ is used here to indicate not
dychmdmb&nhgthtproyectnmottscompmmvmmd

developing thew sequential relationships bue also to include for each of these
sctivities the selection of methods, the asigament of resources, the estimating

of time requrements, and the establuhment of scheduling data. The most
offosuve tochmeques avasble for implementasion programming should be
Advamosd methods such as those for time-cost trade-offs aad resource
cam gemenslly be wed to improve implementation plans imitially
Wh&tmh«:dmm
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PROGRAMMING AND CONTROT OF IMPLEMENTATION O INDUSTRIAL PROJEC TS

Once an implementation plan has been formulated it must be communicated
to those responsible for its exccution; then it must be carried out. An implementa-
tion plan 15 of little value unless it is actually executed.

To be executed successfully, it 1s not enough that the accomplishment
of cach component activity be technically feasible  the plan as a whole must
be practicable. A consideration of resource requirements will make this evident.
The performance of cach project activity demands the utilization of various
resources; these include certain labour skills and different types of equipment.
The total requirement for any resource at any moment must not exceed the
level of its availability. Unreasonable demands result in an unrealistic implementa-
tion plan, which is impossible to carry out.

Even an implementation plan that is mitially sound and well conceived
may cease to be so during its execution; unforeseen conditions may be cn-
countered that present problems. Actual duration times required for individual
tasks may vary from those forecast by the most competent estimators. Suppliers
of services and materials may fail to perform at the time or in the manner pro-
mised. External factors over which there is little or no control, such as unusual
weather, labour strikes, changing regulatory requirements, etc., may prevent
performance according to the original plan. Therefore, techniques for program-
ming and control of implementation should be dynamic ones that permit
modifications when necessary or advantageous. If an implementation plan is
not altered to reflect changes, it ceases to be valid. This has been the fate of many
implementati\n plans that were competently conceived, often at great expense,
and that originally offered an excellent solution to the problem involved. Soon
after the undertaking had commenced, changes occurred, but the plan was not
updated. Subsequent work was performed in the same manner as if ic had not
been programmed, or, what can be still more hazardous, in accordance with
a plan that had ceased to be valid.

It is essential, as indicated above, that an implementation plan be realistic
and that it be kept updated. Also, there should be continued programming in
greater detail as the job progresses, and continual replanning of the existing
strategy. No matter how excellent the original programming is, only a certain
amount of detail should be developed at an early stage. In view of the inevitable
changes that occur as a project proceeds, extremely detailed over-all program-
ming of 1mplementation is not justified. Detailed implementation programming
for limited periods, however, should be carried on as work progresses and should
supplement the original or updated master implementation programming.
There should be a constant effort to improve job performance through replanning.
Although unforeseen conditions may often be encountered that present prob-
lems, sometimes these unforeseen conditions may offer opportunities for
improvements. Also, a good knowledge of job conditions and actual productivity
levels may make advantageous changes possible. While it is commendable to
follow faithfully a well-conceived plan of implementation in order to benefit
from the skill and thought that have gone into it, it is even more commendable
to continue to seek better solutions and, when they are found, to change the
implementation plan accordingly. Of course, it is important to amalyse care-
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fully the changes to ensure that they are in fact improvements. It is also important
that the existing plan be updated, not abandoned.

For an implementation plan to be exccuted successfully, those who manage
the work must know the relative importance of the clements of the plan so that
they can concentrate their efforts where they are needed most. For example,
the effects of deviations in the timing or the sequencing of project activities
can range from negligible to extremely serious. The information developed
by the implementation programming procedure should indicatc to management
the nature of these cffects.

To determine appropriate corrective action after a change has occurred,
it is necessary to establish that a problem cxists. Schedule updating can indicate
the effects of a change on other activities, on the project completion date, and
on the timing of important intermediate events. Resource updating can indicate
whether these requirements have been thrown out of balance or have become
excessive. Once the extent of the problem has been discovered a realistic im-
plementation plan can be re-cstablished by using reprogramming techniques.
Such techniques should allow the costs of these corrective actions to be deter-
mined.

In sunmary, implementation of an industrial programme or project must
be intelligently programmed, and the implementation plan must be effectively
executed. These two principal requirements involve:

(a) Programming of project implementation :
Defmition of objectives;
Breakdown of work into component activities;
Statement of sequential relationships;
Determination of methods, resource requirements and costs;
Time estimates;
Calculation of resuiting time schedule;
Calculation of resulting resource schedules;
Improvements by consideration of alternative strategies;
Improvements by time-cost trade-offs;
Improvements by resource-allocation methods.

(h) Control of project implementation :
Communication of a realistic implementation plan;
Updating of plan as changes occur;
Expansion of basic implementation plan in greater detail;
Continual attempts to improve through reprogrammng.




Chapter 1
SCOPE AND APPROACH OF THIS PUBLICATION

The purpose of this publication it to present operational techniques for
identifying component activities of projects, determining their sequential re-
lationships and representing them in a network diagram, making time-cost
trade-oft decisions and allocating resources. The time-cost trade-off problem
arises because most of the activities into which the over-all project is subdivided
can be performed by alternative approaches requiring different amounts of
time, resources and, hence, expense. Generally, methods of performance that
decrease the time requirements tend to increase direct, or variable, costs. These
direct costs rise more rapidly in some cases than in others as work is expedited.
If a project completion time is arbitrarily specified or is set by external controls,
the time-cost trade-off procedure attempts to develop the combination of
activity scheduling that meets the completion deadline with the lowest total
direct cost. A more general problem .. ises when the procedure is applied also
to determine the most favourable completion date. In this case, since reductions
in project duration result in lower indirect, or fixed, costs, the time—cost trade-offs
are made with the objective of finding the schedule that gives the lowest com-
bination of direct and indirect costs, i.e., the lowest total costs.

The resource-allocation problem is to determine the schedule that satisfies
resource restraints in as favourable a manner as possible. Most activities in a
project require the use of one or more resources. If these requirements are
stated and an initial schedule is developed, the number of units of each separate
resource needed during cach time period can be determined. If the demands
at any time exceed the availability of any resource, some activities must be re-
scheduled. When rescheduling requires that the duration of a project be extended,
a principal objective should be to minimize the extension. Frequently a time-
cost trade-off approach can be used to do this. Excessive resource requirements
can usually be satisfied by means other than mere rescheduling, but these may
involve higher costs. Although time-cost trade-offs and resource allocation
have genenilly been considered separately, greater attention should be devoted
to developing procedures that make use of their interrelationships. A secondary
resource-allocation problem is to keep resource requirements as constant as
possible. Peaks and valleys in resource schedules invariably indicate uneconomic
performance. Improvements can be achieved to some degree by rescheduling.
The utilization of idle resources can also offer important opportunities for

4




SCOPE AND APPROACH OF THIS PUBLICATION 5

favourable time-cost trade-offs. This again illustrates an interrelationship between
time-cost trade-offs and resource allocation.

A more complex resource-allocation problem occurs when it is necessary
to schedule several projects concurrently that draw resources from the same
resource pools. This multi-project problem presents added difficulty because
it involves a simultancous consideration of a larger amount of data than demanded
by individual amalysis of each project. It also requires proper consideration
of the priorities of the various projects and of the mobility of resources.

Problems relating to timne-cost trade-offs and resource allocation involve
a considerable amount of data, and the procedures developed to solve them
have generally been mathematically complex. It is not surprising that the tech-
niques used have usually been computer oriented. In developing countries
computers may not exist or may not be readily available at the required level.
This publication, therefore, presents procedures that can be applied without
computer processing. While tlis restricts the number of methods that can be
used, it does not mean that the results obtained will necessarily be inferior to
those obtained by more sophisticated approaches. Actually, the use of computers
for solving time-cost trade-off and resource-allocation problems, even where
an ample supply of processing equipment is available, has met with rather
relatively limited success. Computer techniques cannot recognize the interaction
between activity costs when changes take place. Satisfactory solutions require
considerable discernment. Good judgement is needed not only in the stages of
preparing data and in analysing results but also during the intermediate steps
of the calculation phase. However, the exercise of such judgement during the
course of calculations is very difficult to programme in mathematical form.

Project implementation has a definite beginning and a definite end, as
contrasted with the cyclic type of operations characteristic of manufacturing.
By its very nature the work involved in project implementation is non-repetitive.
Several effective methods using network techniques have been developed during
the past decade for the planning, scheduling, and control of projects. The best
known of these network techniques are the Critical Path Method (CPM) and
the Programme Evaluation and Review Technique (PERT). The procedures
proposed in this publication are based on the principles of network methods.

As a prerequisite for the advanced network procedures for time-cost trade-
offs and resource allocation, a thorough understanding of the basic network
procedures is imperative. Chapter 2 briefly considers related methods for the
devclopment of a project implementation plan and its reduction to a model on
paper. This involves drawing a network diagram, which is in fact a graphic
portrayal of the precedence relationships between the various activities of a
project from the beginning to the end of the plan. Furthermore, the methods
included in Chapter 2 involve the estimation of the duration of activities and
provide computational procedures for establishing basic scheduling data to
determine the relative importance of each activity in the over-all project network.
This is essential, since it draws the attention of management to those activitizs
that limit or control the duration of a project. Methods for communicating
the implementation plan and schedule to those who will carry them out and
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methods for the application of data to project control are also included in
Chapter 2. ‘

In Chapter 3 the mechanics of the network diagram are analysed and
methods for updating project data bascd on an understanding of the means by
which changes are transmitted through the network are presented. These methods
are useful for the normal updating required as unforeseen changes occur, but
they are also a key factor in the development of time-cost trade-off procedures,
where it is essential to update project data as a result of intentional changes
in activity duration. In Chapter 4 the time-cost trade-off problem is presented
in detail and procedures for solving it are suggested. Chapter 5 considers the
resource-allocation problem and offers an approach to its solution. Chapter 6
discusses multi-project resource allocation and the necessary modifications of
the single-project method of solution. Finally, Chapter 7 considers the inter-
relationships between time-cost trade-offs and resource allocation and methods
for taking into account the effects of these interrelationships.

It is not the intention of this publication to stress clever mathematical
manipulations or to attempt to achieve mathematically optimum  solutions.
The stress is rather on simplicity and practicality of application at the project
level by manual methods. Solutions that are short of theoretical perfection are
acceptable as long as they improve project performance.




Chapter 2

BASIC NETWORK ANALYSIS TECHNIQUES

DEVELOPING A MODEL

After the objectives of a project have been defined it is necessary to pro-
gramme the manner in which they can be achieved. For this purpose it is ad-
vantageous to consider the over-all job as conmsisting of a number of related
but separate activities. It is not practical to attempt to work with the entire
project as a single entity; subdivision is not only necessary for implementation
programming but also for time estimating, cost accounting, and project control.
Component activities should consist of logical subdivisions of work. Factors
governing subdivision of a project into component activities arc discussed later
in this chapter.

Component activities normally have very defmite sequential relationships
with one another that must be properly considered in programming. If the
project it at all complex, the programmer should not attempt to carry thesc
relationships solely in his head. Moreover, at some point his implementation plan
must be communicated to others. A strictly verbal description will result in many
different interpretations and the loss of much of the detail that has been developed
through careful analysis. A programmer should reduce his ideas to a model on
paper in order to keep track of what he is doing and the restraints involved,
and he needs the model to transmit the results of his efforts to others in a form
that can be visually comprehended and referred to whenever necessary.

The type of model most commonly used to convey project implementation
plans has been the bar, or Gantt, chart. This chart shows the programmer’s
breakdown of the project into its component activities and the scheduling de-
veloped by him for each of these activities. While the bar chart conveys the
scheduling data quite effectively, its usefulness as a programming tool is limited.
It does not show clearly the sequential relationships that the programmer must
constantly keep in mind. It does not force the programmer to consider all the
restraints that may be involved in scheduling, since it does not require him to
show all the activities that must be completed before another can begin. It does
not indicate whether he has considered the various prerequisite activities. Although
a bar chart may technically satisfy a specified requirement to furnish a docu-
mented implementation plan, careful examination frequently shows that the
plan is not sufficiently subdivided, that it totally omits many restraining activities,
that it does not indicate whether careful analysis has been made, and that it

7




8 PROGRAMMING AND CONTROL OF IMPLEMENTATION OF INDUSTRIAL PROJECTS

will need further interpretation to be fully understood. An implementation
plan presented on a bar chart may be based on careful and masterly programming
or on sloppy and incompetent programming. Those who review the paper
model find it difficult to judge which is the case because insufficient detail is
shown.

Figure 1 shows a very simple bar chart having only four activities. In this
example it might be conjectured that Activity B is dependent on Activity A
and that Activity D is dependent on Activity B, since in both cases one starts
at the time when the other has been completed. It might also be suspected that
Activity C’s performance depends on the partial completion of Activity B,
Activity descriptions may also provide hints in actual cases, but in charts involving
many bars such deductions would be much more difficult to make and much
more likely to prove incorrect. There is no evidence that other relationships
exist between the activities shown, nor is there any reason to believe that every
activity offering a potential restraint to thosc shown has also been included on
the chart. For example, if the reviewer thinks of another activity that mighe
affect the starting time of Activity C, he has no way to know whether the pro-
grammer also considered this possibility or, if so, what was the basis for the
conclusion that he reached. It is obvious that the bar chart has shortcomings
as a programming aid both to programmers and to others who must review
and understand the results.

Acti - August September
vity Activity
tabel description
2 125128 29| 30| % | 4 5 87 8
A Activity A
N W W S
8 Activity 8 \“\WW
[o Activity €
[ S
4] Activity D

Figure 1. Simple bar chart

The network diagram has been introduced to ove.come the defects of the
bar chart. It is basically a programming and controlling tool and is developed
prior to the determination of scheduling data. It is subsequently used tc provide
the relationships necessary for calculating the schedule and is sometimes plotted
to a time scale to show the schedule.

The network diagram requires project activities to be well identified and
their sequential relationships indicated.” A network is represented mainly by

arrow diagramming and precedence diagramming, although several variations
of thes: two methods exist.

i




BASIC NETWORK ANALYSIS TECHNIQUES 9

Diagramming methods
Arrow diagramming

This method is the most widely used one. It was employed in both the
original Critical Path Method (CPM) and Project Evaluation and Review Tech-
nique (PERT). In this type of diagramming, a project activity, or task, is re-
presented by an arrow. An activity requires resources such as manpower, equip-
ment and time for its performance. It has definite starting and ending points.
The terminal point of an arrow representing an activity is a node in the resulting
network and represents an event, c.g., the start or finish of the activity. If one
activity follows another, they share a common node where the head of the
arrow representing the preceding activity is connected to the tail of the arrow
representing the following activity. For example, after the land required to
build factory buildings has been acquired, it may need certain preparation
before construction work can start. In this case, the two activities shown in
figure 2 may take place. If more than one activity precedes a following activity,
the heads of the arrows representing the preceding activities merge at a node
that is also the tail of the following activity; this is illustrated in figure 3. In a

O Instatt_pumps @ Dawater sits _{)

Figure 2. Two activitics— arrows, nodes

nt 290008

Figure 4. Arrow tails at a common node

similar way, if there is more than one following activity for a given activity,
the arrows representing each of the following activities have their tails at a com-
mon node that is also the head of the arrow representing the preceding activity
as shown in figure 4. In more complex cases where several activities each have
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the same requircinents for the completion of several activities, a number of
arrows representing preceding activities may merge into a common node and
a number of arrows representing following activities may burst or Jepart from
the same node, as illustrated in figure 5. In this last case the node represents an

Figure 5. Several activities-- common node

event that may be described as the instant at which all the preceding activities
have been completed or it may be described as the instant at which all the follow-
ing activities may be .ommenced.

Originally the Critical Path Method (CPM) used activity-labelled arrow
diagramming, with description labels attached to activitics or arrows, while
the Project Evaluation and Review Technique (PERT) used event-labelled
arrow diagramming, with description labels attached to events or nodes. This
is shown. in figure 6.

Segin s o e
atostion ' 1oating ' tesking Y
I
macl 1 ¥y
Activity labelied arrew luzominr Uven! labeles errow amming -
CRrECIINIShc of eriginil CP sharactristic ot eriginel ar

Figure 6. Original CPM and PERT

Arrow diagramming is complicated by the r.ccessity for introducing dummy
activities —activities having no physical significance and zero time durations
and requiring no resources. The most common reason for using dummy activities
is to show the correct sequential relationships when th's cannot be done by
bringing the terminals of the arrows involved together at 2 common node —in
other words, when a number of preceding activities have one common following
activity but other following activities are not common to all the '
activities. Suppose, for example, as figure 7 indicates, Activities A and B must

Qmo,n o\ _sewwy € ()

Figure 7. Example: Activities A, B and C
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be completed bef we Activity C can be commenced No,w MUPPOSE 10 s Necessary
to add an Activity D that cannot be commenced unul Activiry B ha beem com-
pleted but which is not dependent on Activity 4 i any way The arrow re-
presenting this activity canmot commence at the comiion nole. wnce to do so
would mdicate 2 dependence on Activity 4 The sclution to. s problem i
tq introduce an art ﬁclal, or Jumm\, UTOW TEPTesenimye a1 Zero tin duraes
as illustrated in tigure &

C}m:," o

I
(},, S S
Figure 8 Ulw of dummy arrow

R

Dummy activities define precedence relsnonshups only # such a seustion
cecurs. A dummy activity i sometimes called 2 depemdency arrow and s re-
presented by a broken-ine arrow. Knowmg when and how to use dummy
activities properly requires consderable skill in diagram comstruction

Arrow diagramnung uses 2 dua! numbering system in which each activiey
arTow is given two numbers, ome for ws tasl and ome for 1ts head The tail of the
activity arrow must have a number smaller than that of s head Amy activiey
is thus 1dentified by two numbered evemts. All activities that commence trom
or fimush in the same event have a common nuniber and thus, arrow diagramnung
readily indicates the sequemce of activities. In case of diagraniming 1o nme
scale, activity ume flows from left o night alomg the arrow represenumg it
The length of 1ts projection on a honzomtal tine scale mdic ates s duraon

Precedence diagramming

Another approach to metwork diagrammmg uscs the nodes of the network
to represemt activities rather than events. The lmes, then, indicate the sequential
relsionshups between activities. Thus type of daagramming has beem refrred
to 2 “arcle” or “arcle-emd-connecting-hine’”’ disgramiung (Fohndahl, 1462)
and a3 “acuvity-om-mode” diagramming (Moder and Phulhs, 1966) More
recemtly it has become known as “precedemce hagramaming”’ and has recerved
mcressingly favourable attennion

hpmduch'm‘dnm&'mkavwmldc
of the previous example would be shown 20 m figure 9 The arrow heads on the

Npwe 9. Wab flow, b 10 ngn
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Faguee 1) Appropriate wquenie

sequence hmes arc unnecewery if the dragram s deawn wich the flow f work
slways trom lett 1o nght When Activiey D 1y added the correspomding node
symbol 1w merted and the appropriate sequence kme 1 drawn & m hgure 10
This 15 2 wmple and direct approsch that requires no special diagrammng skl
Activities are represented by a symbol, ¢ g 1 labelled crcle located at any
convemient position i the diagram, with lines drawn to the preceding and
tollowmg activities There 1o mo resson to be concerned with dummy acuvites
Sequence nes are actuslly dummy activities. bt the diagrammer needs to give
no pernculer sttentson to thes faet

Because of the nature of project implementation, ¥ may be mecessary to
represent ome or more evemts om the network disgram se ngniticant malestones
These key evemts may mducate the commensement or completion of Important
actviries or wages of a projec: (see higuwe 11) A hey event 15 commdered to be

s v g s g
- } 1-} = _(’,D

2 kjm‘mm' - OPraming

Figure 1| Precedence diagran: with a hey event

o activity of sero ime durastion A spesial symbol may be wood for ey events,
for example, 2 square, 30 shown m hguee 11 Only those events heving spesiel
agnehcance need be shown

Nevertheloss, th%«lxmemsmehmmmf
thew importamce doss mot werramt represemtation may focshiste and
the construction of the prosedomer diagram Th i pernculerly wue when 4
Bumber o acnvimes cammet be commenced wnloss other amiveios heve been
sompleted For example, m figuee 12 (a) me souviey m Activiry Geowp H (Ac-
avimes ). L.} and (5) can bs commensed wnnl off the setivines m Acaviey
(mla&amAldC‘)hﬂhw MM:«
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Figure 12. Precedence diagram with an event represented for simplification purposes

Precedemce diagramminy 1s much simpler to apply and to teach than arrow
diagramming, and primanly for this reason it has been chosen for use in this
report. If the skill required for the mechanics of diagram construction is kept
to a mummum, those who have a thorough knowledge of the work to be ac-
complished will be able to develop the diagram themselves.

Arrow diagramming requires care in locating activity arrows at the event
nodes where they merge and depart and is more difficult to revise than pre-
cedence diagramming. Adding an arrow to an arrow diagram requires changes
i the posstions of some arrows already drawn on the diagram. With precedence
diagrammung, however, adding an activity means merely placing a node in a
swstable posiion on the diagram and comnecting it with the preceding and
following activity nodes by sequence lines as shown in figures 9 and 10. This

The disgram 1s the bass for the application of all network techniques and
must reshstically represent the work to be performed. Otherwise even the most
sophusticated procedures and procemsing equipment are useless. It is thus essential
that only those with the best knowledge of the work develop the diagram and
reviee it whem necessary, this means that diagramming mechanics must be kept
smple.

A pount of interest 15 that computers use the dual numbering system of
arrow diagramuming. Akhough precedence diagramming uses the single num-
bering system the dusl numbering of sequence lines can also be used with com-

To illustrate the precedence method of network diag:amming, the project
previously shown in the bar chart of figure 1 may now be represented by pre-

oedonce diagramnung inetead. Activity B must be further subdivided, since
overlapping s not permitted in network diagramming. (Some conputer pro-
grammes appest to permit overlapping through the use of “lag factors”, but

by the computer.) Activity Bf
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is a portion of Activity B that can be described separately and that must be
completed before Activity C may commence. Activity B2 is the remaining
portion of Activity B that may be performed concurrently with Activity C.
A new activity, Activity X, is also added. Thus represents, perhaps, an external
activity, such as the furnishing by others of an item of equipment to be installed,
or the checking and approval of plant drawing. Since this is work that is not
directly performed by the programmer’s own organization, he will frequently
omit showing it on the bar chart cven though te may have considered the
resulting restraint. However, such an activity must be shown on the network
diagram, since it requires time to accomplish and must be completed before
Activity C can commence. Its inclusions in the diagrain results in a better model
on paper because it indicates to others who use the implementation plan that this
activity has been considered. Although at the time the project implementation
is programmed this activity may not be a controlling restraint, it may become
so later because of delays and may affect the scheduling of other project activities
or even of project completion.

The subdivision of the project into activities and their sequential relation-
ships are shown below:

Activity Activity duration Must precede

(days) activity

A 1 Bl X

B1 4 B2 C

B2 6 D

X 2 C

C 2 D

D 1 -

Figure 13 shows one possible precedence diagram. This diagram would
serve as the model of the project and would provide the basis for the application
of other network techniques. It conveys the project implementation plan more
effectively than the bar chart of figure 1, but it does not convey the project
schedule. For the sake of comparison, figurc 14 shows three methods of presenting
the same simple project shown in figures 1 and 13. Figure 14 (a) reproduces
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Figure 14. Comparison of presentation methods for a project implementation plan : (a) Bar
chart, (b) Time-scaled arrow diagram, (¢) Time-scaled precedence diagram

the bar chart of figure 1 and does not need further cxplanation. Figures 14 (b)
and 14 (c) present the network of the project implementation plan as an
arrow diagram and a precedence diagram respectively. To make the comparison
more effective, both diagrams are drawn to a time scale, shown at the bottom
of figure 14. The time scale, however, shows both calendar dates and working
days. In figure 14 (b), Activity A is represented by the arrow 0—1, Activity B1
by 12, etc. To show the precedence relationships between Activities B and C
illustrated in figure 13, 2 dummy activity is needed. This is represented by the
broken-line arrow 2—3, which indicates that Activity C (represented by the
arrow 3—4) cannot be commenced until Activity BI (1—2) is completed. Also,
in figure 14 (b) the last portions of Activities X (1—3) and C (3—4) are a broken
line.Thisnmthatthcxtwoacdviticsarcexpecﬁedtobeeompl&dpﬁato
the occutrence of the two succeeding events, events 3 and 4 respectively and,
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therefore, the broken-line portion denotes the slack, or float, ‘which each of these
activities has. This is because Activity Bf (1 —2) has a duration time of 4 days,
as shown in the above table, but Activity X (1--3) has a duration time of only
2 days; since event 3 cannot occur before the end of the fifth working day, i.c.,
the beginning of the sixth working day as shown in figure 14 (b), Activity X
(1 --3) has a slack, or float, of 2 days. This means that within this period the
finish time of Activity X (1--3) can be delayed without aff:cting the occurrence
time of cvent 3. In the same fashion, Activity C (3—4) has . float of 4 days, and
within this period its finish time can be delayed without affecting the occurrence
time of event 4. One more point is that thesc activities lic on the path 1--3—4
and the time for accomplishing them is 2 + 2 = 4 days, but from the time
scale it can be seen that the period between the occurrence of event 1 and event 4
(the starting and terminating cvents of the path 1—3 —4 respectively) is 10 days;
this indicates that path 1—3-—4 has 6 days of float. This path may therefore
be called “float or non-critical path”. On the other hand, Activitics B! (1 -2)
and B2 (2 --4) have no float. They are represented by solid arrows between cvents
1 and 2 and between events 2 and 4, where the time for accomplishing them
is 4 4 6 =10 days, the same as the period between the occurrence of cvents
1 and 4. Therefore, the path 1--2--4 has no float and may be called “critical
path”.

The precedence diagram in figure 14 (c) illustrates the same relationships.
[nstead of arrows, nodes are used to represent project activities, and sequence
lines arc used to show precedence relationships. Event E denotes the completion
of Activity D and the completion of the project as well. The zigzag portion
of the sequence lines between Activities X and C and Activities C and D denotes
lag times of 2and 4 days for these two sequence lines respectiv ly. In this particular
case, these iag times equal the float of the preceding Activities X and C respec-
tively; and the path X—C - D may be called “float or non-critical path”, since
it has again 6 days of float. The other sequence lines B! -- B2 and B2— D are solid,
denoting that the path B1--B2--D has no float and hence may be referred to
as “critical path”. A!l these terms are discussed in detail in Chapter 3.

Development of the network diagram for a project implementation plan

A basic step for programming the implementation of a project is to con-
struct an original network diagram for project activities including their inter-
relationships. As programming of implementation progresses, the original
network diagram can be developed. This will assure that all project activities
and their sequential relationships have been considered and are represented.

To start this phase of implementation programming the following steps
should be considered:

Preparation of a list of project activities

All project activities should be listed as they come to mind. This should
be a help to beginners, but may not be necessary after experience in diagramming

|
|
!
!
|
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has been accuired. However, for complex projects with a large number of ac-
tivities, an activity list may be of importance. When such a list is being prepared,
a decision must always be taken as to the level of breakdown ot project activities.
This depends on the following factors:

Nature of the work involved

Project activities or activity groups need different types of resources (labour,
equipment, etc.) for their accomplishment. For example, aggregate activities
such as “Finalization of project plans”, “Construction of buildings” and
“Installation of machines and ecquipment” arc carried out by different
types of labour and machinery, and hence they can be considered sepa-
rately.

Place and time of work

Work undertaken at different locations or at different times may be con-
sidcred as separate activities.

Supervision and responsibility for work

If supervisors or key personnel who can assume responsibility for some
parts of a project are scarce, activities may be aggregated so that cach person
is assigned one or more activity groups. If activities are to be aggregated,
such factors as the nature of the work, location, interdependency, and
duration should be considered. Work undertaken by different departments,
contractors or subcontractors may be considercd separately.

Method of financing the project

The breakdown of project activitics is sometimes determined by the way
in which a project is finarced; it may be essential to facilitate financial
control. This is true when a project is financed by several agencies, such as
a development bank, a technical assistance institution of a foreign govern-
ment, or an international organization, each of which finances one or more
stages Or activity groups.

Construction of an original project nctwork diagram

Using 2 sheet of paper, a diagrammer can now develop the original project
network diagram. Initial project activities are determined, and cach is represented
by a node at the left hand side of the paper; these nodes are then labelled. As
each activity is represented on the diagram, the questions arise: *“What activities
must be completed before this activity can begin?” and “What activitics may
begin when this activity is completed:” As these questions are answered, the
corresponding activities are added to the diagran, labelled and connected with
other activity nodes with sequence lines so that the appropriate relationships
are shown. This procedure is repeated until the last project activity has been
entered on the network diagram. Since network diagramming requires each
activity shown to be completed before the following activity can commence,
it requires a further breakdown of overlapping work. For instance, when an ac-
tivity can commence before a preceding activity has been completed, the carlier
work is to be subdivided into an activity that represents the portion of the tota!
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that must be completed before the later work can start and the portion that can
be perforined concurrently. Network diagramming is thus more difficult to
construct than the bar chart. But the detailed subdivision of the network diagram
means that the breakdown will not be too gross to be helpful, and it prevents
careless overlapping of activities. The extra work involved in subdividing is
justified, since it both allows and forces the programmers to do a better job,
and the results convey the implementation plan much more clearly and effectively
than would otherwise be the case.

A second procedure for developing the network diagram niay be followed.
Diagrammers start by entering the last project activity on the right side of the
paper, label it and work backwards, adding the activities that must be completed
before the conimencement of the activity just entered. This procedure continues
until initial project activities have been entered. Here again appropriate sequence
lines between nodes are drawn as the network diagram is developed. During
the construction of the diagram arrow heads are put on sequence lines to show
precedence relationships.

Although the first procedure is more common, a diagrammer can choose
the method he prefers. Diagrammers should present a project implementation
plan network in such a way that others engaged in the project understand it
and sce clearly the scquential relationships of the activities.

Figure 15 gives an example of an original network diagram of a project
iniplementation plan that is condensed. The work breakdown structure illus-
trated by this figure shows “work packages” as the nodes of the diagram. A
work package is a group of activities for which an individual or an organiza-
tional unit is responsible. For reliable day-to-day decisions and for effective
programming and control of project implementation, each work package should
be broken down into a subnetwork of detailed activities. As can be seen, the
original network diagram does not present the project implementation plan
clearly, since it has for the most part been drawn free-hand and the positions
of the nodes do not follow any logical grouping. Some nodes have been located
in such a way that a few of the sequence lines connecting them with other nodes
run from right to left instead of from left to right, the logical direction of the
flow of work. For this reason arrcw heads are put on sequence lines during the
construction of the original project network diagram to show precedence re-
lationships. Also, some sequence lines may be cancelled and thus appear crossed
out on the diagram as shown in figure 15. Nevertheless, the original network
diagram does provide a useful work sheet for programmers and for those in-

terested in the project. It provides the basis for the original scheduling com-
putations.

Redrawing of the network diagram of a project implementation plan

A clearer and better presentation of a project implementation plan than
the original network diagram is required in order to: (a) evaluate the plan
more quickly and make the necessary adjustments; (b) obtain more casily data
and information from the network diagram for further computatiov.s or periodic
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mentation.
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It is advantageous to postpone the redrawing of the original network
diagram until it has been proved satisfactory. To find out whether the im-
plementation plan mects requirements, the initial time computations based on
activity duration estimates may be centered on the original diagram. Here pro-
grammers nced do no more than make the “forward pass™ of basic time com-
putations starting from the begmning and working to the end of the project
where the earlicst start and earliest finish times of project activities are calculated
and hence the carliest project completion date. The carliest start time of an
activity 15 the latest or greatest of the earliest finish times of all activities preceding
it, and the carliest tmish time of an activity is its carliest start time plus the activity
duration time. Then, to determnine the critical activities and hence critical path(s)
without computing activity latest finish and latest start times and total floats,
one can start from the last project activity and go backward to the initial activities
along the sequence lines connecting those activity nodes of equal earlicst start
and earliest finish times. For example, in figure 15, starting from the last project
activity and going backward to the initial activity(ies) as mentioned above,
it can be scen that the activities “Erect and test machinery”, “Get plant ready
for production”, “Construct factory buildings and machinery foundation”,
“Construct roads”, “Clear and level acquired land™ and “Finalize project designs
and approve financial plans™ arc critical and hence the path along which they
lic.! If the project duration is now found to meet requirements, and if the ac-
tivity sequential relationshups included in the implementation plan (mainly
those concerning the critical activities) are found acceptable, then the original
project network diagram may be redrawn. On the other hand, it the project
duration does not meet requirements the project implementation plan should be
reconsidered. Reprogramming of project implementation may be indispensable,
and hence certan changgs in the network diagram may be incorporated. Con-
sideration of the critical activities may suggest changes in activity breakdown,
i.e., level of detail of project activities presented on the diagram, so that some
activities, if possible, may be overlapped. After these changes have been made
and the project duration and the implementation plan have been reviewed and
accepted, the network diagram can be redrawn using sequence-step or time-
scale diagramming methods.

Sequence-step procedure

A suitable scale of sequence steps can be chosen and vertical lines drawn
at cach sequence step on this scale. The size or length of a sequence step is arbi-
trary. It should be selected to provide a graphic portrayal of the project network
diagram. After the sequence steps and hence these vertical lines have been num-
bered, nodes representing activities (and perhaps key events) can be located on
the vertical lmes according to their sequence-step nunibers. Each node is placed
horizontally to the right of activities preceding it. Next to each node is a brief
description of the activity it represents. As shown in figure 16, the sequence

! Basic scheduling computations included in tigures are discussed in detail below.
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greater than the highest

y preceding it, and so on. The vertical position

giving initisl activities a sequence step

corresponding vertical line. Then, each other

of the nodes on the network diagram should be chosen so s to achieve logicsl

activity is given a sequence-step number that is one

sequence-step number directl

step of each sctivity is determined by
number of zero, plotted on the
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groupings and to ¢nable sequence lines to be clearly drawn  The nodes are then
numbered. Numbering starts trom the top of the tirst sequence vertical line
by giving the node m the upper left hand comer of the diagram a number ot
one, then proceeding downward atong that vertical line giving the second node
a number of two, and so on. Numbering then proceeds to the top ot the second
line of activities and goes down that hine continuving this way unul the tarthest
node to the nght ot the network diagram s reached. Thus, no acavity will
precede another acuvity of a lower number. After all necessary computations
aud revisions have been made, this type of diagram provides an effective step
towards a final diagram or ume-scale diagram. Someumes the sequence-step
diagram may bhe considered as the final diagram, and activity duration as well
as other basic scheduling data may be included next to or inscribed mto cor-
responding nodes, as illustrated in figure 16. This depends on the need ot the
diagrammer and those who will use the diagram and on the degree of accuracy
with which activity relationshups must be represented.

Plotting the network diagram on a time scale

The network diagram can be plotted on a ume scale from the ongnal or
from the sequence-step network diagram. The need for a time-scale diagram
arises because neither the original rough diagram nor the sequence-step diagram
represents project activities in their appropnate time relationships. The sequence-
step network may show two or more activities with the same sequence aumber
(located on the same vertical sequence line) that in reality are performed at
different times. If a network diagram is plotted to a time scale it shows the real
activity interdependencies, at least at the begmmming of project implementation.
The sequence-step and the time-scale diagrains can be used together, m thus
case, a sequence-step chagram is constructed for the entre implementauon
plan. At each time interval (one or two months) a detailed time-scale diagram
can be prepared for the portion of the project that is to be implemented during
the next time interval. The sclection of the time interval depends on the nature
of the project, the degree of detail required, and the complexaty of the work.
When condinions change, the updating of network disgrams comstructed to
time scale requires a great deal of work. Therefore, in the case of large, complex
projects, especially when non-computer methods are used, updatng the enure
network diagram is not to be recommended. The whole diagram may be revised
once, and at each time interval during project implementation a time-scale
network diagram of the portion of the project network that will be undertaken
in the following time interval can be revised and updated. Revision of diagrams
plotted to time scales may be undertaken only whem sequential relationshps
of activities change or some breakdown of activities 13 modified.

When the project network diagram as shown i figure 17 is plotted, 2 time
scale is drawn. At cach activity's earliest (or scheduled) start time, s verncal kme
18 drawn on the time scale on which the node represemting this activity is located.
lfascquencclinchasalagtimc(seeC}npta”nhﬁo’anﬁtwh
by a corresponding zigzag portion.
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(mce 4 reahotic metwork diigram has beem conserusted for the protect, the
mext step s 1o mroduce time data by making cotmates of the duration of each
awtivity Thew evamates may be made 1n any appropriate umsts, such as months,
weeks. dave o1 hours Apy wmnt can be ased o long as 1 1s weed for all acuvities
When days are uved there niust be 4 deamon whether these are calendar or
working davs Use of the latter v more common kt requares the conversion
ot durations rhat are gemerally quorted m calendar days, such as dehvery nmes
o comcrete-cunmy periods, ' a corresponding number of workmg deys. In
gencral, owmy ro the mom-workmg days of weehends and hohdays, and days
on which work could mot be undertahen because of siorms, rams etc , ime could
be lost, and hence the clapred calemdar duys would be more them the number
of actual workimg duve In eomwruction work, for example, ramy seasoms and
worms can delay of imterrupt work It 4 cometructiom semivity u mterrupted
by a rany season tor 4 weeks and iy orgmal duration was estiniated at 12 weeks
without weather conmderation. the durstion showkd be adjucted to 16 weeks
(12 - 4) Orher sctivities. such as delivery of machines and equipment, are
asually not affected by chmaetic tactors

All scheduling calculations depend on acuviy durstioms. Estimates of
activity duraci s should be based om 1 thorough understanding and know
of the work 11 be pertormed and the techniques thet may bs weed (Good resuls
m metwork dhagramming are obeamed only theough the exerase of comperent
judge rent

During the course d project 1mplementation the need may arwe 10 change
acuviey duration Changing the tochmque or the amount of resources weed 10
carry out am astivity always changes s dursmca, & for metenss, when mere
resources are allocated to am ativiey or when the eonmateod durstion » found
to be maccurste because of am madequate underssnding of the work mvolved
amdior wome influencing factors at the sime the essmanon was mede

it rype of work w ome m whach a ressomsble smount of experremse has
been gumed, ungle nme commates for cach asuviy e the mout prestical and
umple The approach followed by she Prooct Evelusucn mnd Roview Toslungue
permutted three ume esomates for each somvety + mem libely dusenen, =
optimusnic forecast, snd 2 pesmemmese forecant. Much of the suasile progremene
work thae PERT wu ongmelly dengned 10 conwrel mvelved revsasch md do-
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velopment and the manufacture of components never built before. The personnel
mvolved were understandably reluctant to provide a single time estimate for
the performance of their acuvities. Therefore, a weighing formula was developed
to convert the three obtanable tme estimates to a single, statistically equivalent
time The activity duration, then, was apphed in the same manner as if a single
ume csumate had been made This publication will assume single tme esti-
mates, a method tollowed by the Critical Path Method. There may be cases
mvolving engineering design work, for example, where similar reluctance to
provide such estimates 1s encountered. If 50, a standard text on PER T will provide
precwe detimtions for each of the muluple ume estimates and will give the
weighing formula

After acuwity durations have been furnished, whether they result from

smgle ime estimates or have been calculated from weighted multiple estimates,
certan routine scheduling computations can be made. These generally furnish
ux items of data for each acuvity earhiest or early start time, earliest or carly
twsh time, latest or late (allowable) start time, latest or late (allowable) finish
time, total float, and free float

Rules governing the computation of the above-mentioned scheduling darta

are based on network logic and may be summarized as follows

(a) Activiey earhest start ime (ES) s equal to the latest or largest of carliest
fwush times of the activities preceding 1t.

(b) Activity earhest imsh time (EF) 1s equal to the earliest start ume of an
activity plus its duration time

(¢) Activity latest fpmsh time (LF) 1s equal to the earhiest or smallest of the
latese seary times of the activities followng 1t

(d) Activsty latest start ime (LS) 1s equal to the latest finish ime of an acuvity
less 1ts duration time.

(e) Activity total float (TF) s the difference between the earliest finish ume
amd the latewt finish ume of an acuwity (or the difference between the
earhest start ume and the latest start ume of an acuvity). Activity total
flost time gives the amount of ime (number of days, for example)
by whach the fimsh time of an activity can exceed its earhest finsh time
without affecung the over-all project duranon. In other words, it 1s
2 measure of the extra ume or leeway available for the performance
of sm scuvity without causing the project duration to be extended.

(f) Acwwiey free float (FF) 1s the diffevemce between the earliest finush time
of s activity .ad the earhest or the smallest of the earliest start times
of the acuviies followng 1. Actuivity free flost gives the amount of
ume (mumber of days, for example) by whach the fimish ume of an
sctivity can exceed us esrhest fumsh ume without afiecing the carhest
start meme of amy other activity. Im other words, it 8 2 measure of the
emrs sime or leewsy avalable for the performance of an scuvity withowt
counmg the delay of any other scwwary.

Besed em che network chagram shown m figure 13, and by refernng to the

sstivity durstioms sready estimoted snd imcluded agam below, the scheduling
oomputations can be mode.
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Activity Duration
(days)

A
B1
B2
X
C
D

_ NN =

The first calculations determine the carliest start and finish dates for each
activity and are often referred to as the “forward pass”. These calculations can
be performed on a separate tabulation with reference to the network diagram
for the sequential relationships, or they can be performed directly on the diagram
as shown in figure 18.

ui.htz

Figure 18. Forward-pass calculations

Starting at the beginming of the project, the earliest start time for Activity A
i 1, the beginning of the firt day. Adding its duration of 1 day, its earliest
fmish time is 1 + 1 =2, the beginning of the second day (or the end of the
fir day). Simce the diagram indicates that Activities B! and X can commence
after Activity A is completed, their carliest start dates are 2, the beginning of
the second day. This process is continued through the network until the fina
acuvity 13 completed. Where an activity follows more tham ome preceding
activity, its earliest start time is determined by the carliest finish date of the
preceding activity that is completed the latest. This is the case with Activities C
and D. For example, Activity C follows both Activities B! and X. The earliest
finish times or dates of these two activities are 6 (the beginning of the sixth day)
wd 4 (the beginming of the fowrth day) respectively. Consequently, the carliex
sart dase of Activicy C is 6. For Activity D, the preceding activities are Activities
B2 mnd C, with earlient fimish detes of 12 and 8 respectively. Thus, the eartient
start date of Activity Dis 12, the begimming of the twelfth day. Besides providing
the carliont detes st which each sctivity can be starved and completed, the forward-
pems calculotions slo provide the poojest durstion. This is set t0 be the corliost
completion time of the fimal activity and in this case is 12 days, simee the com-
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pletion date of Activity D is the beginning of the thirteenth day (or the end
of the twelfth day).

With the project duration held fixed, the latest finish time for the final
activity is set equal to its carliest finish time. Then the “backward pass” is per-
formed to obtain the latest start and finish dates of the remaining activities. The
latest finish time of Activity D is therefore 13, the beginning of the thirteenth
day. The latest start time of Activity D is 13 — 1 =12, i.c., the latest finish
time of the activity less its duration. Since the diagram indicates that Activities B2
and C must be completed before Activity D can commence, their latest finish
dates are cach 12. This process is continued back to the beginning of the project.
If an activity precedes more than one other activity, its latest finish date depends
on the following activity whose latest start date occurs earliest. This is the case
with Activities B1 and A. Activity B1 precedes Activities B2 and C, with latest
start dates of 6 and 10 respectively. Therefore, the latest finish date of Activity B1
is 6. In the same way, the latest finish date of Activity A is 2. The backward
pass calculations are shown in figure 19.

Figwre 20. Acvivity total float colculations

Figure 20 shows activity total flost calculations. For exsmple, Asivicy C
has 3 sotel flont of 4 duys, which is equal 10 10 mimus 6 days (setiviey hases ssemt

»
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time minus activity earliest start time). This is obvious, since the earhiest that
Activity C can be commenced 1s the beginming of the sixth day, and the latest
that it can be commenced without affecting the project completion time 1s the
beginning of the tenth day; therefore, it has a total float of 4 days. Activities
having zero total float have no scheduling leeway; they must be performed at
the carliest possible time in order not to delay project completion. Any delay
in performing a entical activity will result in a corresponding delay m project
completion ume. In every network there are one or more chains of criucal
activities extending from the beginning to the end of the network that determine
project duration. Such a chain 1s referred to as a “critical path”. In this example
it consists of Activities A, Bl, B2 and D. Although in this network two thirds
of the total activities are critical, a more common situation in large networks
is that only a small proportion, perhaps 10 to 20 per cent, of the activitie - are
critical.

FPe2-2e0

' 2
ny
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Figure 21. Activity free float calculations

Free float calculations are shown in figure 21. Acuvity X has a free float
of 2 days. This indicates that its completion could be delayed as much as 2 days
without affecting any other activity. Its total float of 6 days indicates that 1t can
be delayed another 4 days without affecting project duration. Such a delay
would require that Acavity C be postponed, which will affect its total float.
This four-day penod, the difference between total and free flost of an activity,
will be referred to as “interfering flost”, unce it involves meerference with the
scheduling of other activities.

Since the scheduling computations just described are purely mechamscal,
sad there may be many of them to orm in a large network, am electronic
computer could be useful. On the hand, these calculstions are extremely
smple, nqquah..mmtha;ddqaubuntthoumbamua
time, and can camly be performed manually if compwer equipment u ot

COMMUMICATING THR IMILAMENTATION ILAN AND SCHEDVLE

Afer s setsfactory implementation plan snd schodule heve bosn developed,
R i ganeradly nessssary %0 communisate this informetion s thess whe seview

the project implesnentotion progremming or whe perncipete in enseuting wd
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controlling the work. There are a number of ways in which this can be done;
three methods are briefly described below.

One method 1s shown in tigure 22; here all intormation 1s developed and
shown directly on the diagram. Each node symbol 15 divided into compartments
for showing the activity label, duration, carliest stare tine, earhest fimsh time,
latest start time, and latest finish time. Time data are mwvally calculated 1n 1m-
dated torm. The earliest finish time of each activity 1s transterred to the tar
end of its following sequence lines and is put above the lines. The earliest stare
ume of an activity is the largest of the numbers on the incoming terminals of
its preceding sequence lmes. In figure 22, the numbers 6 and 4 are written above
the adjacent ends of the sequence lines connecting Acuvity C to Activities Bl
and X respectively. Six is the earliest timsh ume of Acuvity Bl whereas 4 1s the
carliest finish time of Activity X. Hence, the earhest start ime of Activity C is 6.
Earliest start and finish times of an activity are temporarily entered above their
respective compartments. On the backward pass, the latest start times are trans-
ferred to the far end of the preceding sequence lmes and put below the lnes.
The latest fimsh time of an activity 1s equal to the smallest of the numbers on
the adjacent ternunals of the following sequence lines. Again in tigure 22, the
numbers 6 and 10 are put below he following sequence lines connecting Activity
BI to Activities B2 and C. Six and 10 are the latest start imes of Activities B2
and € respectively, therefore, the latest finish time of Acuwity BI 1s 6. Latest
start and fimsh umes are temporarily entered below their respective compart-
ments Finally, nsing a conversion table shown on the diagram, undated start
and tinish imes are converted to calendar dates and entered into the appropriate
node compartments.? Th:s single diagram, then, shows both the project im-
plementation plan and the scheduling data. The total float or free foat of any
activity can be readily obtained by subtracting the appropnate undated entries
from one another. An additional possibility 1s to plot the diagram to a time
scale so that the tme relationships as well as the logical relatonships of the
actrvities are shown. This can be accomplished effectively by plotung each activity
node at a posiion corresponding to its earliest start time with respect to a hori-
zontal umc scale as previously mentioned.

A second method of pi “sentation 1s that of the bar chart (figure 23). The
programmer has used a network diagram, and therefore the breakdown of the
bar chart 1s the same as that required by the network. Sequencing relationships
are given by listing the labels of preceding activities at the beginning of each
bar and the labels of following activities at the end of each bar Total, free, and
interfermg float periods are shown as  -temsions of the basuc bar that shows
the duration of an activity. As in the first sy, “m, all programming and scheduling
mformation as well as float data are available . om a single drawing This system
has the not unimportant advantage that it presents the mformation m a form
famuhar t0 most people and therefore requires the least adjustment to new con-
cepts.

ml (Mbtud&m for weskends, in this example five working days per w-ek have
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Figure 23 Bar-chart presentation

The third method 15 to provide the programming mformation and the
scheduling information separately. A network diagram i its simplest form
(higure 13) shows the project implementation plan. Scheduling data can be
presented in the form of a printed tabulation. This 1s the common approach
when computer processing 1s used, but it 1s equally applicable with nom-computer
processing and listing  Figure 24 provides a tabulation that could be used in
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Figwre 24. Schedule tabulation

comjumction with figure 13. It would be updated followng varistioms m e
deta, and the diagram would be updated following the lew frequent variauoms
in sequencing data. The scheduling mformation mught also be comveyed in the
form of s bar chart, omstng the sequemcmg nformation described m the
secomd method. In esther case, both implementation programnumg sad scheduling
nformanon might be requared by some people, while only the scheduing =
formsnion would be requered by others. It 15 often wseful 1o carry thus 2 sep
further and transmu certam schedubng mformation only 10 those who e wee
it. For example, 2 subcomtractor or meppher unacquessed with the master poo-
gamnung of 2 project 18 ROt IR 2 poslon to judge whether he can we mesr-
fering flost ume or not. While  may be helpful 1o provide ham with froe float
data 50 that he will have s much scheduhng freedom s pracecal, x mey met
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be wise to reveal total float data or lacest start and finish dates. This third method
of communicating programnung and scheduling data provides the maximum

degree of flexibility
CONTROLLING THE PROJECT

It 15 not enough to develop a good 1mplementation plan and schedule for
the execution of a project, there must be a strong effort to mak: them work.
When they fal to work, there must be effective corrective action to mimmize
possible adverse effects. Network techmques provide more useful information
than any other method for the control of the project type work.

Good project control requires knowing where to concentrate management
effort to make the plan succeed, the degree of senousness of changes that do
occur or of those that are proposed, and what corrective action will be most
effective after a change occurs.

Network techniques indicate where to concentrate management effort by
providing float data. Activities with zero total float are cntical and must be
held on schedule it the project completion data 1s to be reahized. Actuvities that
are “near-cnitical”’, having very little total float time, need also to be watched
carefully, since they will affect project duration after a shght delay m schedule.
Activities having a comtortable margin of free float are at the other extreme and
require the least amount of attention. It resource restrictions have made 1t ad-
visable to schedule acuvities at certam dates, these activities must be watched
regardless of the amount of float indicated The resoutce schedules shonld provide
management with an awareness of the importance of maintaming such scheduling.

Network techniques give a clear mdication of the seriousness of changes
that do occur or that may be proposed. If completion of a critical activity 1s
delayed or if completion of a nom—criical activity 1s extended beyond its latest
fumsh date, project completion will be srmalarly delayed unless corrective action
1 taken. If completion of a non-cnitical activity 1s delayed withun its free float
range, neither project completion nor the scheduling of other activities 13 ad-
versely affected (unless resource problems are created). If completion of a non-
cniical activity 1s delayed to a pount wihem 1ts interfermg flost range, 2 problem
may of may mnot exst, further mvestigation s requred. Project completiom
u mot dewectly chamged, but other activies must be postpomed. Simce these
ssviies are delayed wicham their fAost perrods, the effect u often wnmportamt.
In cortam cases, however, such postpememaents may be just a0 seriows s delays
of crcal activies. For example, if an scuvity 10 be performed by a subcomerscior
® Rot permutted to begm om schedule, sddinonal delays may resuk owing to
previom commutments of he subcontractor ot the nme thet the scuvity con
sommence The total effoct may be 2 conmdersbly longer delsy extending well
beyend float ranges and causmg an mcresss i projest durstion. Smce netwosk
when ome 1 delayed within 1 mwerformg float ramge, such offects a thet just
dosvibed cam be imucipeted by mumegement. Abe, the offosts on rescwses
shodulns may be forecsst o such schodules heve been developed.
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Finally, network techniques help to determine the appropriate cofrective
action. They allow the scheduling of all activities to be properly updated. Iif
project duration has been extended and it is desired to re-establish the previous
completion date, the current critical activities have been determined. Project
management knows which activities will shorten project duration if they are
expedited. If cost data arc available, the time—cost trade-off technique will in-
dicate the most economical means to accomplish this expediting. If project
mansgement wishes to consider new implementation programming approaches,
the network can be revised and the corresponding schedule developed. If re-
source data are available, resource allocation and levelling procedures may be
wed to schieve a new schedule that again satisfies resource reseraints.




Chapter 3

NETWORK MECHANICS WITH APPLICATIONS TO
UPDATING AND DEVELOPMENT OF SUBNETWORKS

INTRODUCTION

The representation of a project implementation plan by a network, indscating
the component activities and therr sequential relanonships, 1 2 fundamencal
concept on which all other network techniques depend. Some of these techmiques,
such as schedule updaung and ume—cost trade-offs, are dymamic omes. They
imvolve making changes in the data and determuning the effects of these changes
on the remainder of the network An understanding of basc network mechamses
is a prerequusite for developing procedures for these dynamsc applcatioms. To
explan basic network mechanics is the principal objective of thas chapter

One of the hmitations of manual application 1s network mze. A posstble
approach to working successfully with larger networks is to subdivide the over-
all, or master, network into smaller ones. This must be done with care i order
that the important relatonships and functioning of the master network are
properly represemted by the subnetworks. Such represemtation 1 faciuated by
an understanding of network mechanics.

Lac varum

clotionships between the corresponding activities. A weeful concopt thet hes
besn proposed ® the amocistion of 2 time quantity called 2 “lag” velue wih
dwh(wklﬂ.ymymhﬁlﬁm“nym

:md&yd.mudmhﬁ“y i thet the commencemont of

sebersstng
h“uuawumm-u,dhm
astivity from the eorbiost sort nme or schodulod mert mme, whichever u lossr,
of the following scuvuy. A log value canmet be Rogatrve, sines sssording to the
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rules of network dagrammeng i follewmg wtvey cammot commense el
all of e precechng activines have been completed

Trasiswmisson of e

The k‘ value mdicates an HAL POt it characreriese of rhe Y HERC b
Sequence hines with sevo-lag velues verve to tranemut the cflects of chamges 1o
the remaunder of the metwork Sequence hmes wwh posmerve-lag values are m-

operative m commumcating changes Figure 2% hows 1 sample network Farkew

ment and finsh nmes hove bosn coloulosed for sach senvity snd wsod to dosormume
the lag velus for cesh soqguenss ks, o chown. W Acwviry B whios 2 doy longer
to porfoom then ™ osimated dusetion, mv ewrhont Hmwh wme wall movesss by
ens doy, » shown = figme 28. This changs 8 senveyed o all followmg acuvines
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compected o Activiey B by sero-lag wquence imes The earhest wart and huweh
tmes ot Activinies 17 1 amd G are all shatred ro ome day later The whedubng
of Activiey b umaflected. vimce the sequence me commecting w ro Activiey B
has a posttive-lag value it the duration of Activity B were mcressed by ome
more day. the change would be rramsmitted m the same manner It rhe durason
of Activity B had beem decreased. rather than movessed. the same aemvieres
would have been affecred and each would have been shafted to an earher dase,

as shown i tygure 27
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Figwee 27 1lpdating for duratson dvirease

Changes i lag volues

As scheduling changes tahe place m 2 netwerk velwes may meresse,
decresse, or remain the same If 2 followmg sctivary shafes 1o o loser dose whale
thxheduh'daprmh'mmvmmmw.&th.*d
the sequence lime thet commects them will meresse m velue The seme resuht
ﬂm%hm@mm%m-“%%hh
acuvity remams fived. Conversely, lag velues will decresse when & followmng
mvﬂMnmawﬁuhvﬂcthhﬁﬂuhpﬁ
ome shefts 10 2 later dave whil the 1 ome » wneflocted. Lag valuss wi
remain the same when both preceding and fc sctivitios sve unefiocted by
&MnuMavﬁMach“Wh-
mdam.mmmﬂuumdbymﬁ”ndl
Becswse of the mcressed duration of Activy B scheduling have been
hot cowse the lag value - '
day snd the log of Sequemce Lins B - F 10 decvense by ome day T&‘:
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decreaers, while the log value of Sequemce Lme F (. decresses rarher rham
mcreases [he tormer hes mcressed to wx days whiie the lamer has doeressed
> ome day
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Sunce the lag values of sequence bmes cam change, they may be converted
trom pomtive to sero values o1 from sero to poseive values k has alveady boen
established that chonges are transmuered withan the network by sro-lag sequence
heies amd are mot tramenutred by pomeive-lag hnes Therefore, the uerodwction
or delenon of a ser-log relanonsh. hes 2 speecinl wgmbconce wnce w aleers
the behaviowr of the network m 11 o remy Changes

Comader the case of a turther cresse m rhe duration of Acriviee B o
hgure 26 1t rhe duranion s extended to 15 days, as shown tigwre 28 the lay
value of Sequence Lime B F which hos been decressng, resches zeron Ar rhas
powt the ‘etwork will begm 1o behave m 1 defleromt monmer should the duraeson
of Astivey B be mcressed further The wheduhmg of Acuviey F will begn 10
be sffocted The lag values of Sequence Lmes B F and F G, which have heen
changmng, will remem constant The lag value of Soquemee Line  F  whach
hot bovn constent and zero, will become poweive and bogim to meresse
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The necwork meeractom hmit (NI} mdicates the number of time umets
that the completion nme of 1 specihed activity can be chtted m 2 specihed
direction betore a2 bame (hange n rhe network tumctiomimg takes place It a
change 15 ro be made that 15 greater than this hrut, 1t 15 necemary ro proceed m
rwo or more sweps. each wep bemng himited by the NIL tor the exmting lag re-
latromeheps ot the comcluson of the previous wep At the comclusion of each wep
some pomtive-lag seouence line becomes o zero-lag ime Thes must be mdscated
om the hagram m ovder rhat wbsequent changes will be ramsnwtred through
rhas lime alvo Oftem 2 new zero-lag sequence hne will meroduce 2 new criexcal
pach This s the case when the duration of Activity B s reduced to R days amd
a second ennical parh s formed rhiwough Aettvines 4. O F amd (., as shown m

hograare 29

Hote iy P O
sese ...'z; ‘w!w,
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~
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§ - -
¥ R

Figoowe 29  Additon of 4 ormcal path

A weustion sriees somorrmes wheve 4 docr canng log 1+ mdisased for 2 sequence
e vhat siveady he . sevo-lag value Imoe negetve-lag velues are net
thes wiwamon tequires further mvesngstion For example, o the durstion of
Activiy B of hguee 29 were redused further, the sero-log s would
ramemut the chonge to Aetivity (0 but not to Activary F would mdicate
a sheft of Actviey G 10 an earher date whnle Aciviey F remaunsd fined and,
therefore, would mdacate 2 decreamng log value fir Soquemse Lme F G How-
ever, this lag value has slveady reached sero. Aralyms of the nerwork m such
coses will duclose that the followmg activity must stay fined. Thevefore, the
sero-log hne thet ramemens the change 10 thes followmng actviry must be com-
verted 10 a poun hne and cesse 10 tramemut the offosts of the change. In

example & must be recogmused that Sequence Line E - G of figure 29 will
poutive when the duwrson of Acuvity B becomes lew then § days.
shows the wpdated network when the durstion of Actvity B 4 reduced
mS&p.Nm&nM*ldEhnMMbmn
sgemm » ungle cnucal path but ome that 1 differest from the one in fagure 2.

i will be noted thet the defimition of the network imteraction limit sssumnes
that 2 poutivelsg value will become 1 sero-lag valne, but i does mot mchude
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Nate  Oniy chEngec B tigure M iy
aate are shawn o)

V' ememe—

Figuee %)} limmanon of a comcal parh

the case where 2 sero-lag volwe n comverted ve 2 pomerve lag  Borh cases result
w2 modifearson of the neework However, the socond case n 2ueomaneelly
n&umduhbmmmdafamwwdrm
mhbummvk%u‘ﬂbyalldmAtVWﬂwayunM
2 sevo-lag hme com be eomverted 1o 2 posteive-lag hne Ome way w for the follow-
g seriviey to remem hixed whele the preceding setiviey Jhfes to0 an earher
deee mcmmadywhnthueuakufmmhnmwh'hcm
mehe!a&»mmmv,ﬁdnnsdumehemmmgmwh'm
ducussed w the previews paragraph This wtuetion 1o reeogmmed o the very
Mdam«f“cyﬁn&umm“dvnm&dumw
The second way for 2 sero-dag hme to become pomerve u for the fc
MRVIY to meve t0 2 later date whale the preceding scviry remame fived
m&thamﬁqbsﬁnﬂHhtMmm&nuyn&
vquont updeting cycles, 1t 14 Rt nocessery 1o meerrupt the cycle being commensed
The mature of the case mchcates thet sffected setiviies aee shfted to loter duses
nd&nehtch-gtmvdvdhuma‘endnmahgmyaf&w
powerve-lag hes no effect om the tramemuenon of changes 1 the wpdsnmg
M prevess.

Ussanme or meawmial para

Pooquent wpdating of she schodules produced by nerwork sechnique
very impentant if the posmtiol benohes from these procedures see 10 be ob-
u'ﬂmmhMWw#im&”
the isom sffected sud then recompute the emtire set of dets for che nes-

of dese
Mhhwﬁh“h&i&*”fau

This has placed practical kmitations boch on the frequency of
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npdarmg and om che wze of network that can he handled by mon-compurer
method:

The network mechasas that have been described above can he apphed 1o
sccomphvh updanng by« fiflerent procedure (mly the actrvities affecred by
1 change need be . dared It addinom grester selectiviey s exercived n deter
minmg the data tor each activiey that must be updated, mamual procedures will
have o greater range 4 apph wiom In computer procesmmg 4 requirement tor
race 4y much deta tor each achivity may mvolve ne‘kgbk HAETERse 1B Pro-
cessag rime In manual procesng, twice as much deta wnll probably requnre
rwice a8 mus h Bime

In the mitial derermumanon of the progect schedule 1 s dessrable 1o calulare
a tull wt of data Thes st wonnid incdude earhew wart and earbew hash rnes.
latest sart and larest timsh rinies and the 1otal Rosr and free Roar of each acriviry
Ar mrervals fonng Che progress o the work, w0 on usaally destable o0 repear
rhese caloulan ws 1o produce 4 complendly updated st of data The mon valuable
updatmg, however s mot that which o petormed periodecally bt racher rha
which s performed immediately whenever changes occwr  This more frequent
updatmg can be very effective without involving o complese updeting of |
deta  The mont importamt wem of whedubng dots tor an sctviey 6 115 earbest
wart tinae . on s swhedul d wart fime i for some remon thas w later A record
of rhe carhest o whedwled wart umes and of the (urremt Jduramon estimates
tor cach wovity showld be comtinually maoncamed, snd dhe crical savines
showld be correctly sdemtitied #f posmble  tor ous mbormation s ewential |k
permus heeping thom who are to pertorm i the tuture aware of chenges m rherr
wheduled wart ames. and @ ddows proct management always o comcentrst
on the proper activises For the spplcation of rhe procedures 1o be Jdescribed,
H i sis) necessary (o maintam 1 cwremt record of lag velues tor each sequence
bne n the network [0 make manual processng even more pracucal, updating
may be hmased 1) those activivies in the immediase tuture, e g, the next %) days,
racher than over the emtire project duration. The wse of submetworks 1o be des
cribed later i this chapter will make thas possshie

In summary. the essential data 10 be mamtained om 2 commuous bans are
vty duration estimates, carhiest or scheduled sart umes, and the lag values
of equence lames

if 2 subnetwork approach is sdopeed, thes deta .cod be mameamed only tor
that portion of the project representing 2 hmused ume pennod ahead ANl remam-
ing deta can be obtamed if demced Earhest of scheduled fumssh tmes are equal
to earhest of scheduled start nmes plus durstioms. Free flost can be deternumed
from the lag values, unce 1t 1s equal to the mamsmum lag value of those sequence
hnes leaving the activity Of course, it omly ome sequence hme bursts from the
activity, activity free float will be equal to the lag value of this sequence lime.
Total flost cam be devermumed by a procedurc, described lacer in this chapter,
that does not mecesuitate the computation of other dats. Latest start and fimash
times can be determuned from the corresponding earliest start and finish times
Plus total floast. Critcal activies can be idemtified by noting the sctivities con-
mcdtothcﬁndptq«:a&vkyby&hdwo-bgmh&
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Methods tor manuel updeting f « heduling deta may be developed trom
the prnciples of network mwechanscs that have been described A change m e
vy s comveyed ro rher activinies by wro-lag wonence limes By wennityving
thewe 21 ~lag hnes .m rhe dragram, rthe ativines affeceed by 4 g ven Change can
be queckly deternuned ki essental m applymg thus procedure rhat the lag
velues be kept updated ar all rines When the affected activities have heen
idemtihed. the wquence hnes commecting thewe ativiies wich amattecred acnvites
cam als be wdennitied These hnes are the omes with changmg lag values By
nong whether wheduling data w being vhitted to earher or later dates and
whether the precedng o tollowwmg sctivity of rthe sequence lime 15 the ome
sflected. 1 1 posmble 1o Jdetermine whether rhese lag values are e reaung o1
mareasng  Thic perours updaning of rhe lag values addinon 0 deleton o
sero-lag sequence hnes amd 4 determunanion of network miter achion s

Changes requiring updating mvolve changes in activity  duration, changes
m wnviy swhedubing, deleton of extvung actvities. addstion of new activities,
of wome combnation of chese If the provedure tor updating tor duranon change
1 understood, the procedures tor the other changes will tollow camly. unce
they mvolve only shght moditwations Therefore, this bass case will be described
m some detal It s ssumed that 2 network dagram exses and that the zero-lag
sequence hines are dwtingushed trom the powtive-lag lines, as shown in tigure 25
It 1 aleo assumed thet certam data records have beem maintained One of these
comtans the curremt duration estimate and earbest (or scheduled) saart date
tor each activity The second contamns the current lag value tor each sequence
hne A third record that 15 recommended conmsts of 4 documentation of each
change that 15 made mcluding the nature ot the change, the reason tor the change,
the magnirude and direction ot the change, and 1 sting of the aftected activities
and sequence lines

The activiey whose duration s changed 1s marked on the diagram. A con-
venient method 15 t0 mount the diagram on sheet metal and to use 2 magnet of
a certain colour (e g, red) for markung activities. Then, all the acrivites following
the changed activity and connected to i by zero-lag sequence lines are caretully
and symematscally marked i 2 umular way The markers indicate the activines
whose start dates need to be updated (except for the activicy charged i duration
whose start nme remams fixed) Next, all the sequence hnes having decreasing
lag values are marked usnng 3 magnet of a different colour (e.g.. green). If, for
example, the change mvolves an increase m duration of the activity, sequence
kines emtending from marked activitses to later unmarked ones wall have decreasing
lags. The next step 15 to mark all the sequence lines with mcreasing lags using
magnets of stll 2 different colour (e.g., blue). In the case of increased durauon
all sequence lines coming into marked acuvities from earlier unmarked activities
(emcepe for those comung into the activity whose duration is changed) will have
increasing lags. Network interaction limit is determined next. This is accomplished
by checking the current lag values of all sequence lines having decreasing lags
and sclecting the least of these values. Finally, the sctual updating is performed.

4
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it the change i activity duration 1s less than the NIL, rhe start rimes ot all affected
activities and the lag values of all iffected sequence hnes are changed by an
amount equal to the duranon change Ay changes are entered on the records
corresponding magnets may be removed trom the diagram  when all have
been removed the wpdating s completed When the change in duration 1s greater
than the NIL, the affected activities and sequence lines are updated by am amount
equal to the NIL The new zero-lag sequence line relationshup 1s entered on the
deagram then addstional cycles of updating are pertormed until the mcrement
to complete the change 1s lews than the NIL tor the timal cycle More than two
cycles are veldom required

As an example mvolviag most of the comphlications that will he encountered,
sssume that the duration of Activity B of tigure 25 1s decreased to 6 days. Markers
would be placed on the diagram as shown in hgure 31 A check of decreamng

Figwre 31 Initial cycle for dusation chamge

lag lines (only F G here) would indicate a NIL of 2 days. The durstion of Ac-
tivity B and the earliext start imes of Activines D. E, and G would be reduced
by two days in the records. The lag values of Sequence Lines B-F and F - G
would be changed to 7 and ') respectively and the diagram akered to show
the new zero-lag relationship. An attempt to perform a second cycle of updating
would indicate a decreasing lag for Sequence Line F -G, which has already
become zero. This requires recogmizing that Sequence Line E- G must be
converted to a positive-lag line instead. Having made this akteration and omce
morc marked the activities and sequence lines with changing values, the diagram
would appear as shown in figure 32. Since there are no decreasung lags, the NIL
i infinute and the remaining two days of updating can be completed. The
duration of Activity B and earliest start times of Activities D and E are reduced
by the final two days. The lag values of Sequence Lines DG, E—G, and B—F
are increased by two days. Markers are removed as changes are recorded, and the
updating is completed.

. Updatmg involving changes in more than one activity can be accomplished
in a single operation a5 long as the activities requiring updating are not con-
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nected t0 ome another by chams of sero-lag wquence bmes and a6 bong s the
changes are n the same direction with respect 1 (ime I the changes are dulerent
m magnuude, the change of lesst magmcude 1 accomphished eomcurrenely for
all the activiies. Addsional cycles of wmaler concurrent updanmg are performed
for the remaunang activities until the nerwork hus been updated for the scoviey
having the chenge of grestes megnitude However. f rthe atvines whase
duranoms are changed affect one amother or i changes of both wmereseed and
decressed duratioms are mvolved, the updatng for such changes must be per-
formed m separate operanions

A change mvolving reschedubing am activity to 2 difleremt date handled
in a very umsler fashson to 2 change mvolving variations i durssom The (v
diflerence u that the scart nme of the acuvity bemng rescheduled w shabted ro o
defleremt date as well as s twwsh time and, therefore, must also be changed.
if sequence lmes come into the rescheduled activity trom esrher unmarked
activities, they will have changing lag values in this instance

A change mvolving the deletion of an activity from the network can be
accomplished by reducing the duration of that activity either umer] it resches
zero of untl the activity commences to develop tree foat, whachever accurs
fire. The acuvity will begin to have free float when all sequence limes
from it to later activities have beem converted to postive-lag bnes When esther
ofthzncm&tmshummd.thewﬂmym be deleted from the network.
It 15 necemary to examine the sequential relatiomships between the preceding
and following activities of the deleted activity to determine whether new
sequence lines between them are required.

A change involving the addition of an activity can be accomplished by
inserting the new activity and 1ts necemsary sequence lines into the diagram,
the duration of the new activity having been temporarily set at zero. The durstion
of the new activity is then increased from zero to its estimated value using
the same procedures as for changes in activity duration.

Other changes in project implementation programming :nd scheduling
can be treated as combinations of those already discussed. For example, 2 chenge

4*
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The sunal whedubny caboulanons tor rhe enoire metwork provide a com
plete st of data mcliching latew start and fimsh Jdates and rotal Roars The larrer
provide s knowledge o the 1 lunve degree oo criicabiey o all mon orimcal a
rviees, and thie o helptol o mclhgenrty conrrolling the work  The apdatng
procedines o dew pibed e mot apaase thas dara For day so-day comerol pur
powes thes & net 4 serionis hsadvantage As L my s ] crical acnvities are identabied
ot all aiies and acloag s the complere set of Laa n apdared o periodu vArer vals
Foo reewablidh the ao areness oF relafive oriew abity of mom o oritn b o vaines, W
Aol essertial o comtiaalls oaamtanm  arem Lara on Liewt dart ond tooosh nimes
amd rotal Roar B vometiives o s demrable 1o know rthe carrent vidue o roral
Roat of an awtivity  bor example when 4 decimon on 4 rescheduling proposel
w to be made This mbormanon can be obtamed for amy given stiviey by the
apdeting provedure alvesdy described for meressmg the durstion f an sevviy
The activiey whose satal lout i 1 be determumed w temporarily moressed m
durstion unedl 2 seror-lag parh i tormed hetween « and rhe hnal proect activiny
I other words rthe number o days of delay ro cause o ro become crweal
dotermuned thas 16 ws rotal Rost This procedere has the advantage f sl elear!y
vhowmng rhe orher « tivimes that will he Meceed by the we of this Rost nme
Thas mbor mation o gererally requared m 1o cung m m&w decrmom re-
gardmg the proposed use of toral dom nme bt 1 8 mot proveded by rhe cus
tomary tabudetions of updated valwes of roral Boats of all sctiviies

Wich the capabthity o deterrumng rotal Roats comes the abhity rov Obtam
updated latew wart and hawh dates by wmple addiion of deta slresdy avamlable
Theretore, the procedures diumed i the foregomg paragraphs allow updenng
of amy deta that are needed withowt 2 complere recomputason of daca for the
entire network

SUBNETWORRS

Ancther importamt procedure that maght be closssised 2 an apphcatien
of novweork mechamscs 1 the development and wse of sebmotworks. The umplent
spprosch 1 10 wolate a2 pornon of the lorger network where thet pormon u
wed to the remander at only two pomts. The subnetwork can be removed for
soperate analyss and cam be replaced m the masm network by 2 ungle equuvalent
ssivity of a durstion determuned by the crieacal path of the subnetwork. Un-
forvmmately, thes does not occur frequently. It is more weual to expand a ungle
sstivity i the master network o a metwork of us own for detasled amalyms
purposes.

There 13 another approach called the “datelnc cut~off” method (Fomdahl,
1962). Here the mascer network is divided ito submetwork by ume periods.
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Ondmandy oy rhe submetwork tor the current aime peniod (eg . ome or rwo
months) would be developed As work progresses the submet work for the nex
period i developed Whem work moves mweo this mext period the prececing
vabnetwork i fropped This process contmues unnl the tmal wibnetwork tor
the leot rime period has boem complered

This method has two importan sdvantages birw, w allows the we of a
muh smaller metwork rhus makes nunual methods fessble where therw ise
they wonld not be For example, conmder a project network of &0 acTivitrey
that has 4 duration of two vears B subnetworks for one monrh peviods were
developed. rhe aversge network mught be expected to comtan omly abour
25 aetrvivies Assumunyg the larges et work mught contam rwice as MaRy activities
as the average, 1w will would mvolve omly 3 acrivines Mamisal procedures can
eamly be applied v o nerwork of this wae The second sdvameage s rhat atremtiom
cam be comcentrated on that pornion of the work that i fo ocur @ che immediare
horare Whale ver-all implemenration programuung and swheduling tor the
CREIE PIOIOCE I VY IMPOrtant, o i Bt practical to eeTy M out m detad b i
s wawe of nme wd to pertorm detasled updating v detailed resowrce
levelbing tor sctivieses that are to be pertormed, for exsmple, 2 veasr hemoe wnce
many more changes will mevitably noswr betore those activieses cam sart h
i gemerally quire demrable, however o give very detedded atremesom o rhe
1 plemontenscn plan and schedule for the mewt W) or 80 lays. for example.

k 1 mmportent shet updeting be pertormed om 2 day by -day bems x> ther
partcipents wheduled to perform m the immodiote future have the lotest -

concerming thew espected wert names (rester offcwes are justihed W
stemprng 1o level resource requiremens, and 1t becomes prastical to sonmder
rosource schedules bor resources other then the few cruciel mes that were seudsed
tor the omtive projest

Por this submerwork method s0 be weebul, u s importamt thet the effocts
o changss withun vhe subnotwork be properiy reflected by the projest eomplenen
dote. um.nmumummmmwamwm
meluding knowledge of erwticeliry, for the activities m the sebmetwork.

A wmple ¢ ample will iiusrote the prncapies of the dasehme cus-off method.
Comuder the master mstwork shown m hgure 33 Asume that submerworks
for Yoday persods will be weed. Schedubng calculations for the emcsre metwork
e mode wuerlly Rosules are shown m the tabulenon of figure 34 The furst
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Figure 34. Updated scheduling datu

subnetwork is constructed to include all activities commencing before or on
the thirtieth day. An event representing project completion is added at the right
end of the diagram, and artificial “tie”’ activities are added between this com-
pletion event and the interface activities. An interface activity is an activity in
the subnetwork that has one or more sequence lines extending from it to activities
in the portion of the master network that has been removed. The duration of
each tie activity is equil to the number of days on the longest path between its
preceding activity and the project completion event. This is determined most
easily by the use of the late start and finish data that have been computed and
shown in figure 34. The tie duration is equal to the “effective” latest fmish
time of its preceding activity subtracted from the project completion date. If
the preceding activity has no following activities within the subnetwork, its
effective latest finish time is the same as its ordinary latest finish time; this is
true for Activities B and E. If the preceding activity does have following ac-
tivities within the subnetwork, its effective latest finish time is equal to the
carliest of the latest start times of its following activities that are outside the
subnetwork; this is true for Activicy C. The resulting subnetwork is shown
in figure 35. An alternative method employing dual entries for the interface
activity data eliminates the necessity for the tie activities (Fondahl, 1962).

The subnetwork of figure 35 does not show an impressive reduction in
activities, but it would in the case of an actual project with a network of con-
siderable size. The subnetwork would probably be expanded in detail after it
had been developed initially. Note that the critical path through the subnetwork
is always known. If a new critical path is formed, the resulting critical activities
in the subnetwork will be identified, but those in the remainder of the project
will not be known until later subnetworks are developed or the entire project

1
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Figure 35. Subnetwork for first 30-day period

is updated. Note also that since the cvent representing final project completion
is included in the subnetwork, the effect of changes occurring within the sub-
network will be reflected in it.

Figure 36 shows the subnetwork for the second 30-day period, assuming
no changes during the use of the first subnetwork. This subnetwork is developed
while work within the first subnetwork is under way. After work has moved
into the period of the second subnetwork, the first is discarded and work on
develcpment of the third-period subnetwork soon begins. This process continues
until the final subnetwork covering the last 30-day period has been developed.

Intertace i N
activity

Project » 9
campletion

Ettective LF " 7%

Tie
duration s 15

Ligure 36. Subnetivork for second 30-day period

The application of subnetworks can be useful, especially for schedule up-
dating and detailed resource levelling. There arc certain shortcomings that
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result from a lack of knowledge of the effects on activities and resource require-
ments in the project period following the subnetwork time span. There are
also certain shortcomings in the time-cost trade-off analysis that result from
inability to identify the critical activities that follow the subnetwork portion
of the over-all diagram. But the advantages of the application of subnetworks
outweigh these shortcomings.

A e e




Chapter 4

TIME-COST TR ADE-OFFS

INTRODUCTION

For implementation programming purposes, network techniques require
subdivision of a project into many separate activities. For implementation
scheduling purposes, time estimates for the performance of cach of these activities
are required. Actually, each activity can generally be performed in a number
of ways, and these ways have different time requirements. Since there are a
number of activities and a number of variations for the performance of each,
there exists an almost infinite number of possible schedules for the pro’ect.
The programmer’s objective is to develop the particular schedule that will
provide the most favourable soluzion. Total cost is a major factor in judging
the effectiveness of a solution. Therefore, the introduction of cost data provides
a basis for choosing among the many scheduling possibilities. The time-cost
trade-off technique discussed in this chapter is a means for applying these cost
data in a systematic and logical manner. When a project completion date is
already specified, time-cost trade-offs are applied to produce the most economical
schedule that will meet the completion deacline. When the objective is to
determine the most economicai schedule, time-cost trade-offs are applied to
develop such a schedule and to establish the corresponding completion date
as well.

pleBCT TIME-COST RELATIONSHIPS

In discussing project time-cost relationships it is useful to distinguish be-
tween direct and indirect costs, since their patterns of variation are quite different.
Direct costs are those associated with the activities into which the project is
subdivided. These costs vary according to the method and manner of performance
of the activities. For exa.nple, for physical construction they include costs such
as those for labour, materials, and rent of equipment. Indirect costs are those
associated with the project as a whole and vary mainly with the passage of time.
They may include salaries of management and office personnel, interest or the
cumulative project investment, insurance, and maintenance of utilities and
services during construction. They may also include the loss of benefits for each
time period during which the project has not been completed.

49
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Cost
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Specitied compiletion date

Time

Figure 37. Project time-direct cost curve

The curve of figure 37 provides a basis for initial discussion of direct cost
and time relationships. Point A represents a schedule that can be developed
quite simply. It assumes that every activity in the project is being performed in
the manner that results in the lowest direct costs. These are the costs that one
usually supplies if the activity is being contracted. An estimator should be able
to furnish these cosis and the corresponding activity durations. The dircct co-
ordinate for Point A is simply the sum of the activity costs for all the project
activities. The time co-ordinate for Point A is the project durations resulting
from the conventional forward-pass calculations using the activity times furnished
by the estimator. In general, there is no reason for developing the curve AD
to the right of Point A. It would merely represent schedules that result in post-
ponements of project completion without lowering project costs. In fact, cost
increases usually result from inefficiencies that are generally associated with
“dragging out” activity performance beyond the time that results in the achieve-
ment of lowest direct cost.

Point C represents another schedule that can also be developed quite simply.
It assumes that every activity ‘n the project is being performed by the fastest
possible means, and therefore represents the “all-crash™ schedule. An estimator
should be able to furnish the activity costs and corresponding durations for
such a schedule. The direct cost and the time co-ordinutes for Point C, then,
can be obtained in a similar manner to those for Point A. Points A and C establish
the limits of the time range for all acceptable scheduling solutions. Another
point, Point B, represents a schedule for the same minimum time limit as
Point C but has a considerably lower cost in almost every case. Even with the
fastest schedule possible for project performance, there are some activities that
never become critical and, hence, do not affect project duration. The Point C
schedule includes the cost of expediting, or “crashing’”’, every activity whether
it is critical or non-critical. The Point B schedule includes the costs of expediting
only those activities that are effective in reducing project duration. Point C
represents the customary approach of the manager faced with the necessity of
a crash effort but lacking the information provided by network methods. It is
the “all-crash” approach. Point B represents a much more economical solution
for a crash effort and is based on the intelligent and selective expediting that
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a knowledge of updated network data permits. The curve AB represents the
most favourable scheduling solutions for project durations of intermediate
durations. As in the case of Point B, these schedules are developed by selective
expediting bascd on a knowledge of network data and associated cost estimates.
The purpose of the time~cost trade-off technique is to ofter a procedure for
developing the scheduling solutions along the curve AB.

Common terninology for Point A4 describes it as the “normal” project-
scheduling solution. Point C will be referred to as the “all-crash™ solution and
Point B as the “minimum-cost crash” solution. The curve AB shown in figurc 37
is an idealized onc in that it is smooth and continuous. Actually, owing to the
tremendous number of possible scheduling variations available to the imaginative
estimator, this hecomes a reasonable representation. The shape of the curve
has not been established yet, but it should appear intuitively correct. Starting
at Point A, if there were reason for shortening project duration, those measures
causing the least increase in cost would be taken first. As the most favourable
opportunities for expediting were exhausted, more expensive measures would
have to be adopted. As one progresses from right to left along the curve AB
it seems logical that it will become more and morc expensive to buy time urtil
finally at Point B the only expediting opportunities serve merely to increase
cost without reducing time.

If a project completion date were specified, a schedule represented by
Point M would provide the most cconomical solution for completion on that
date. It is possible, however, that a consideration of indirect costs might lcad
to a schedule for even earlier completion in order to reducc total costs. There-
fore it is desirable to consider the indirect cost-time relationships as well as the
direct cost curve.

The indirect cost curve would be one sloping upward to the right, since
indirect costs tend to rise with the passage of time. Although it is frequently
portrayed as a straight line, the curve is not necessarily lincar but probably has
sudden jumps and breaks in slope. It is not really essentiai to estavlish the entire
curve or even to know the true value of its ordinates. Scheduling decisions
require only a knowledge of the changes in indirect costs between different
dates, and these dates would be in the time range between normal and crash
performance. In faet, it is usually sufficient if the rate of change of indirect
costs is known only at specified project durations. Then a decision can be based
on whether the cost of expediting the schedule for that duration will cost more
or less than the saving in indirect costs. Figure 38 shows the direct cost curve
and the portion of the indirect cost curve for the range of schedules of interest,
both plotted on the same time scale. It also shows the resulting total cost curve
obtained by the addition of the above two curves. Since direct and indirect
costs vary in opposite directions with respect to time, the total cost curve will
have a minimum point. The schedule corresponding to the minimum point
would be the most advantageous one unless other factors dictate a different
completion date. Since the indirect cost curve, or at least the incremental indirect
costs over a limited range of time, is not difficuit to develop, the ability to make
use of these time-cost relationships depends primarily on being able to develop
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the direct cost-time curve. An understanding of the activity time-cost relation-
ships is necessary first.

Total cost

§
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/ = Indirect cost
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Figure 38. Project time-total cost curve

ACTIVITY TIME-COST RELATIONSHIPS

Each activity can usually be performed in a number of ways, as stated
at the beginning of this chapter. There is one method of performance that will
result in the lowest cost, and this is referred to as the “normal” solution. To
expedite the activity from its normal performance will usually require measures
that will increasc costs. These might include overtime or shift work, inefhcient
use of larger crews, or a morc expensive method. The limit that marks the
shortest time for activity performance is called its “crash” performance.

The simplest time-cost curve for an activity is a single, continuous, straight
line connecting normal and crash points. Accomplishment of an activity at
any intermediate time between the normal and crash times is carried out at a
corresponding cost. Since there are many activities and each one is a relatively
minor element of the over-all project, such an approximation has been con-
sidered acceptable. Most time-cost procedures are performed using this assump-
tion. It mvolves the least degree of complexity and requires the least amount
of data per activity from the estimator. The data would be limited to normal
and crash times and costs for each activity. Figure 39 (a) indicates this activity
time-cost curve.

A more detailed time-cost curve might be similar to that shown in figure
39 (b). It has the intuitively correct shape discussed for the project time-cost
curve, ic., that each increment of expediting effort requires a higher expen-
diture per time unit because the most economical measures are taken first. Such
a curve may be used if the straight line approximation, figure 39 (a), is not
suitable. Such a curve is not difficult to apply in isolated cases, but its general
application has usually been considered unjustified because so much »dditional
data would be required. Its application might be justified in the cace of an
activity that is expanded into a subnetwork for analysis purposes. If a time-cost
curve were developed for the resulting “subproject”, this curve would become
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an activity time-cost curve of the general shape of figure 39 (b) for the original
activity.

Cest
Cost
»
(]

Ce
Cost

Time Time

(¢) (d)

Figure 39. Activity time-cost curves

Another activity time-cost relationship that may often exist is shown in
figure 39 (c). Segment NA represents one method of performance and accom-
panying expediting by such measures as assigning more manpower or over-
time work. Segment AB represents switching to an alternative method of per-
formance. In other words, segment AB represents the increase in cost effected
from using the new method. Segment BC represents expediting of this new
method by such measures as assigning more manpower or overtime work.
This general type of curve, i.e., one that is not convex upward over its entire
range, is very difficult to apply in trade-off procedures. Theoretically, it can be
used, but even large capacity computers using the mathematical methods in-
volved can only solve very trivial-size networks in a practical length of time.
Fortunately, a straight line approximation between normal and crash points,
as shown by the broken line in the figure, is usually an acceptable representation
of such a curve.

Finally, curves of the type of figure 39 (d) can also occur. All of the activity
time-cost relationships are probably more accurately represented by discrete
points rather than continuous curves. There are far fewer scheduling com-
binations than is the case with project data that produce a nearly continuous
curve. Sometimes the activity time-cost schedules have very definite discon-
tinuities with wide gaps between successive sclutions, as in figure 39 (d). This
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is often the case with activities associated with supply where there are limited alter-
natives and perhaps cach is subject to expediting over only a very short range
of time. When such activitics are critical and offer definite possibilities for
cconomical project-shortening, it may become necessary to make a separate
analysis of the project time-cost curve based on using first one discontinuous
portion of the curve and then another. The most favourable portions of the two
resulting project time-cost curves can be used for scheduling.

IDEVELOPMENT OF THE PROJECT TIME-COST CURVE

A procedure based on the principles of network mechanics already dis-
cussed and practical for manual application is offered for developing the project
time-direct cost curve. lt is assumed initially that the estimator furnishes time
and cost data for every activity and that straight line activity time~cost curves,
similar to that of figure 39 (a), arc acceptable. These are the assumptions of
most computer procedures using much more sophisticated linear programming
methods. Later in this chapter definite improvements over these initial assump-
tions that simplify manual procedures, make them more effective, and allow
them to use more realistic data than permitted by computer procedures will

be indicated.

in weehs

Figure 40. Project network

The project network of figure 40 and the data of figure 41 illustrate the
proposed method. The estimator determines first the most economical mamer
of performing each activity and the corresponding activity durations. These
are shown as Normal times and Nermal costs in figure 41. The estimator estimates
the fastest possible performance time and the corresponding cost for each activity.
These result in the Crash time and Crash cost data of figure 41. The difference
between crash cost and normal cost is divided by the difference between normal
time and crash time to obtain the slope in cost per time unit of the activity
time-cost curve (cost per month, per week, per day etc.). Thus the assumption
of a linear, continuous curve between two limiting points is made a basis for

the procedures that follow. The cost slopes for each activity have been computed
in figute 41.
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Figure 41. Project time-cost data

Figure 42 shows a summary sheet for entering data that will producc the
project tim.e-direct cost curve. The curve development must start at a point
that can be determined. Methods for obtaining the co-ordinates for Points A
and C of the project curve of figure 37 have been discussed earlier. Point A,
the “normal” schedule, will serve as a logical starting point. The curve will
be developed from this point by cycles of computation, each cycle producing
an additional segment as the project is expedited from its normal schedule. The
normal project duration is determined by forward-pass calculations using the
activity normal times given in figure 41. A period of 100 weeks (earliest finish
of final Activity L is the beginning of the 101st week) has been chosen for the
project. The normal project direct cost is determined by totalling the activity
normal costs to obtain $755,000, as shown in figure 41.

In each cycle of computations two questions must Le answered: “Which
activities should be expedited to achiev: project-shortening with the least in-

» [ in - Preiuct
Cyete | detmion | gherionng | M | Shertening | Camiwerk | CRELLDC | Tomt et | SR,
Shortened | (weeks) | (weeks) [ (woeks) | (dellors) | [3eic;; | test (dotlars) | HEColy

° 758,000 0

Figure 42. Summary sheet
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crease in cost:” and “By how mny time units may the project duration be
expedited in this cycle:” The answer to the first question must be based on
three criteria: the activity (or activities in the case of multiple critical paths)
chosen must be critical if it is to affect project duration; it must be one that
the estimator has indicated can be shortened and that has not already been
expedited to its crash limit; and it must have the lowest possible cost slo_pc. in
order to produce the most economical expediting possible for the existing
schedule. To facilitate the selection of the activities for expediting, the tabulation
of figure 43 can be used. This is not absolutely essential but will aid in illustrating

Possible shertening ( weeks)
Acti- | Cost stope Criticat Finish —
vity [ (dotiars/week)| activities Cyeio O [Cycle | |Cyele 2 [Cyele 3 (Cycle & |Cycle § [Cycle 6
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. 4. 4 -4 —
") 300 0 $
) 1,000 k]
- e = — e - 4
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L] 1500 0 18
St . e [ SR —— N SR R S S P S
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. . ] b —d
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.. | . _ . 4 4 [ SO
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U - NN B S S ﬂrv_
A 4.000 [
E 6,000 k]
- . - — bt 4] - S
L NONE [ 0 [
- - 4
L NONE 0 0 0

Figure 43. Selection sheet

the thought process involved. The activities are arranged in ascending order
of cost slopes. If cost slopes are identical, the earlier activity is listed first. The
third column indicates whether the activity is critical. Since additional activities
will probably become critical as expediting continues, the entry in the third
column indicates the cycle in which the activity became critical. A blank in the
fourth column indicates that the activity can be shortened; an entry in this
column shows the cycle in which the activity has been expedited to its crash
duration and indicates that no further expediting of this activity is possible. If
the estimator determines that an activity cannot be expedited, an entry is made
in column IV at the beginning of the procedure; this is the case with Activities B
and L. The remaining portion of the selection sheet provides space to record
the amount of time by which an activity can be expedited and space to update
this data. To answer the first of the two principal questions, “Which activity
should be shortened:”, the highest activity on the sheet (least expensive to
expedite) that has an entry in column (II (critical) and does not have an enniy
in column IV (can be shortened) is chosen. The activity is entered in column II
of the summary sheet, figure 42. For multiple critical paths the selection procedure
is somewhat more complicated and will be explained later.

The answer to the second question, “By how much time?”, can be established
by two criteria. The first is the number of time units by which the selected
activity can be shortened. For multiple activities, the activity with the least

[P
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amount of possible shortening governs. The second criteria is the network inter-
action limit for the proposed duration change. When an activity is shortened by
an amount equal to its NIL, the cycle must be terminated in order to update
the lag relationships. Possibly a new critical path will be formed and will require
the selection of different activities for further project-expediting. The use of
the NIL is important because it eliminates trial and error methods for determining
the effective project-shortening of each proposcd change. The NIL can be
cetermined by the marking procedure discussed in Chapter 3 for updating when
activity durations are changed; lag values must be computed and updated with
each change. Figure 44 shows a tabulation of lag values and space for updating
them.

4
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Figure 44. Lag sheet

The procedure for cach cycle of computation necessary for developing the

project time-direct cost curve may be outlined as follows:

(a) Using the selection sheet (figure 43), choose the activity to be expedited;
it will be the first activity that has an entry in column III and none in
column IV.

(b) Enter this activity in column I of the summary sheet (figure 42). De-
termine its possible shortening from the sclection sheet and enter this
figure in column I of the summary sheet. Determine its cost slope
from column II of the selection sheet and enter this figure in column VI
of the summary sheet.

(c) Using the network diagram (figure 40), place the appropriate markers
to indicate the affected activities and the sequence lines with decreasing
and increasing lags. Using plus or minus signs, mark on the lag sheet

(figure 44) the sequence lines that have changing lag values. Check the
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lag values for those lines that have been marked with a minus sign to
determine the least value that gives the NIL. Enter the NIL in column
IV of the summary sheet.

(d) Complete the entries for the cycle on the summary sheet. The amount
of shortening for the cycle is entered in column V and is equal to the
minimum of the figures entered in columns Il and IV. The Cost in-
creasc in column VIl is the product of the figures in columns V and VL.
The new value for the Total direct cost is the sum of the Cost increase
and the Total direct cost of the preceding cycle. The new value for the
Project duration is thc amount of shortening from column V sub-
tracted from the Project duration for the preceding cycle.

(¢) Update the lag sheet (tigurc 44) using the amount of shortening for
that cycle as determined from column V of the summary sheet. Add
this amount to the previous lag values of sequence lines marked with
a plus sign and subtract this amount from the cxisting lag values of
sequence lines marked with a minus sign.

(f) If any lag values arc changed from positive to zero (as will be the case
when the NIL governs the amount of cycle-shortening) or from zero
to positive, modify the project network (figure 40) accordingly by
showing the new relationships for the lines involved.

(¢) Update the selection sheet (figurc 43) by changing the Possible shortening
figures for the activities cxpedited. If an activity has reached its crash
limit, make an entry in column IV to indicate the cycle in which this
occurred. If a new zero-lag relationship has produced a new critical
path on the project network, make entries in column III of the sclection
sheet indicating these new critical activities and the cycle in which they
became critical.

(h) Repeat this procedure starting again with step 1.

(i) Continue the procedure until:

(i) The entire curve to the project crash duration is developed. This
will occur when all the activities on one critical path reach their
crash limits. The corresponding project time can be determined
in advance, as an independent check, by forward-pass calculations
using activity crash durations from the data sheet (figure 41).

(i) The direct cost per time unit for expediting project performance,
as shown in column VI of the summary sheet, begins to exceed
the estimated indirect cost per time unit that is saved by earlier
completion.

(iii) The project duration has been reduced to correspond to a specified
completion date even though the cost of expediting to that date
is greater than the saving in indirect costs.

In general, criteria (i) would appear to be the most logical basis for ter-

mination and would usually require only development of part of the total curve.
Figures 45 to 56 illustrate this procedure step by step. Figures 54, 55 and 56,
however, show also the summary, selection and lag sheets respectively at the
conclusion of the development of the entire project time-direct cost curve for
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Figure 45. Summary sheet (Cycle 1)
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Figure 46. Sclection sheet (Cycle 1)

the example. Had the indirect cost per week been estimated at $1,500, for
example, the calculations could have been terminated following Cycle 2. Note
that for project crash performance the total direct cost is $804,000 (figure 54).
This sum corresponds to the cost for Point B of figure 37 and is substantially
below the cost of $898,000 for the all-crash performance of figure 41. Note
also that at the end of Cycle 2 a second critical path was produced. This neces-
sitated a slightly more involved selection process for activities to be e.pedited
in subsequent cycles. Either activities from both critical paths had to be expedited
concurrently or an activity common to both paths had to be selected. In such
cases it helps to list the two paths side by side, showing the portion of each
path included between their common points. The most economical activity
in each such sub-path can be circled. For the example at the beginning of Cycle 3,
the listing would be as follows (Activity L is excluded from the list, since it
is common to both paths and moreover cannot be shortened):

G
®
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Figure 48. Summary sheet (Cycle 2)

Activities B and D from the original critical path have been struck out,
since they have reached their crash limits. When Cycle 3 starts, Activity C would
be the first candidate for shortening. The above tabulation would indicate that
Activity C is in a critical path having a parallel critical path and that Activity H
should be shortened concurrently. The combined cost is $1,750 per weck. A
further check down the selection sheet tabulation indicates that the next best
selection (besides Activity H, which produces the same combination of Activities
C and H) is Activity G, which costs $3,000 per week (and also requires con-
current shortening of Activity H). Investigation can be terminated at this point,
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Figure 50. Lag sheet (Cycle 2)

since even if there were a single activity common to both paths (such as Ac-
tivity L) the cost would be greater than the $1,750 figure already achieved.

If there are more than two critical paths, a similar analysis can be made as long -

as cach path is listed with one of its parallel paths between their common points.
Each pair of such listings must be investigated and satisfied when an activity
is considered for expediting. Investigations can be terminated when it becomes
obvious, as above, that no combination can produce a better solution than the
one already obtained.
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Figw e 51. Summary sheet (Cycle 3)
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Figure 52. Sclection sheet (Cycle 3)

The procedure outlined in this section is not mathematically perfect. Under
circumstances that occur quite rarely, the optimum expediting combination of
activities may not result from a procedure that is based exclusively on shortening
these activities. The optimum solution can involve simultaneous shortening
of some activities and lengthening of otliers. This situation can occur only
when there are three or more critical paths and then under an unusual com-
bination of conditions. In its simplest form, there would be three critical paths,
A, B and C. A critical activity on Path B would have been previously expedited.
Then there would exist a combination of one activity common to paths A and B
and one activity common to paths B and C that could be shortened concurrently,
producing two time units of shortening for Path B for each one for Paths A
and C. This would permit extending the duration of the previously shortened
activity on Path B by one time unit for each unit of shortening of the two se-
lected activities. The combination of the costs of expediting the two selected
activities minus the saving realized by “selling back” time for the activity
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Figure 53. Lag sheet (Cycle 3)
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whose duration could be extended might be less than the most favourable
costs based on combinations involving expediting only. The more sophisticated
linear programming techniques will mathematically determine such optimum
combinations. However, they occur very infrequently, the cost difference is
not usually significant, and the programmer who is aware of such possibilities
can usually not arrive at the optimum solution unless there are many parallel
critical paths with complex interrelationships. This is not an important short-
coming for the manual approach proposed here.
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Figure 56. Lag <heet (Cycle 4)— final

EFFECTIVE APPLICATION OF TIME-COST TRADB-OFFS

The procedures outlined in the preceding section can be considerably
simplified by manual application. The manual approach allows a degree of
judgement and realistic data to be used that computer procedures based on
sophisticated mathematical techniques do not permit. This is an advantage that
far outweighs the possibility of obtaining a sub-optimum solution under the

rather rare circumstances discussed in the last section. The following points
will explain these claims:
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(a) The procedure discussed so far in this publication and mathematical
solutions in general are based on the assumption that the activitics in a project
are independent of one another except for the sequential relationships shown
by the network diagram. From a practical standpoint this is often not the case.
The measures taken to expedite one activity may affect others and in turn pro-
duge secondary cost cffects that should be considered. Sometimes these cost
effects need to be considered in the time-cost trade-off cycle being performed,
and other times they should be considercd when future cycles are being per-
formed. In either casc an analysis of the interdependencies is necessary during
the intermediate steps of developing the time-cost curve. The manual, cycle-by-
cycle calculation has a very real advantage because it permits a continual ap-
plication of judgement and modifications of data throughout the process of
developing a solution.

For example, a decision to work overtime or shift work to expedite a
particular activity may have an effect on concurrent activitics. It may become
necessary from a practical labour relations viewpoint to put other crews on the
same schedule. The resulting cost and time effects must be considered together
with the original proposed change. Or, as a slightly differcut example, a large
piece of equipment, such as a power crane, may be moved on to the job as a
means for expediting a particular activity. It is very likely that this cquipment,
once it is made available, can be used on certain tollowing activities also. The
tact that its “move in” costs have becn absorbed by the first activity means that
cost slopes for expediting the later activities may be reduced. Sometimes in order
to justify such a measure, the effects on more than one activity must be considered
to arrive at the initial decision.

A closely related objection to any procedure that requires a complete set
of input data is that it is unfair to expect an estimator to furnish such data because
he does not have enough information. This applies in particular to estimates
of costs for crashing each activity. As indicated in figure 41, the estimator is
asked to determine the cost of crashing each activity, but he does not have any
idea at what stage it will become attractive to expedite any individual activity.
An activity may be one of the first selected for expediting at a point when the
rest of the job is being performed on a five-day, single-shift workweek with
a minimum of expensive equipment. Or, it may become attractive to expedite
only after many other activities have been expedited and, perhaps, the rest
of the project is on a seven-day, three-shift workweek and many pieces of
specialized equipment have been moved in to speed other work. The cost of
crashing the particular activity under consideration will be quite different in
these two situations. Yet the estimator is asked to furnish the crash costs without
knowing the project environment under which crashing is to take place. Such
a demand is unrealistic and the data resulting are necessarily unrealistic. By not
requiring a complete set of data, as discussed further under the next point, and
by permitting modifications after each expediting cycle, the procedures of this
publication do not demand or depend on unrealistic data.

(b) One of the major problems from a practical standpoint in applying
existing time-cost trade-off procedures is that the amount of data required is
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excessive. At least two time and cost estimates for each activity in the project
have been considered a minimum requirement. This was the case with the data
presented in figure 41 and in general is the requirement for all computer pro-
cedures. One major advautage of the manual precedure is that a complete set
of data is not required. The only cost-slope data needed at a specific stage of the
procedure are data for the activities that are critical at that point. These generally
include a small proportion of the total activities. A competent estimator can
usually eliminate the majority of these critical activities from detailed considera-
tion by a rapid examination and then concentrate on a more detailed analysis
of the few remaining ones. For example, in the network of figure 40 there were
initially only four critical activities: Activities B, D, H and L. Two of these,
B and L, were of such a nature that the estimator could eliminate them from
consideration at a glance. Therefore, iv would be necessary to examine and
develop data for only two activities at the beginning of the time~cost trade-off
procedure for the previous example. When later in the procedure Acuivities A4,
C and G became critical, these activities would need to be considered. Again the
estimator would probably postpone a detailed analysis of Activities G and A,
since he could tell very quickly that Activity C would offer the best possibilities
for expediting. The importance of requiring only a minimum of data for effective
application of time-~cost trade-offs cannot be overemphasized. It is a tremendous
advantage in implementing these potentially powerful procedures and it is an
inherent advantage of the manual, cycle-by-cycle method of calculation.

(c) It was mentioned earlier in this chapter that the activity time-cost curve
is often of the same general shape as the project time-cost curve. This is logical,
since many activities can be expanded into networks of their own and be con-
sidered as projects. Such a curve was shown in figure 39 (b). For each activity
with this type of curve there is a period of possible expediting at a cost slope
considerably less than the cost slope determined by the two terminal points
of the curve. If many activities are not expedited during the application of
time-cost trade-off procedures because their cost slopes as determined by normal
and crash performance appear to be excessive, many favourable opportunities
for project cost improvement will have been overlooked. To achieve the greatest
economies it is very important to base expediting decisions on the low cost-
slope ranges of the critical activities rather than on the customary normal-crash
cost slopes. This is seldom practical in computer procedures, since the data
requirements for multi-segment activity time-cost curves would be prohibitive.
As discussed under point (b), the requirements for only two time-cost points
per activity is often a serious obstacle to practical implementation. With manual,
cycle-by—cycle calculations, however, there is no problem in taking into con-
sideration the low-slope initial portions of activity time-cost curves. Generally
a much more favourable solution will result from limited expediting of a number
of activities instead of expediting a few all the way to their crash li:nits.

(d) Because of the almost infinite number of scheduling combinations the
project time-cost co-ordinates may actually approach an almost smooth, con-
tinuous curve, but this is not so true for activity curves. They are ofien a series
of discrete points that represent a limited number of alternatives. In some cycles
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of the development of the project time-cost curve the amount of activity-
shortening will be determined by the network interaction limit. If from a
practical standpoint the activity must be shortened by an amount of time greater
than the NIL in order to achieve project-shortening equal to the NIL, the true
cost slope will be higher than that based on the assumption of a continuous curve.
There may prove to be more attractive solutions based on expediting some
other activity or based on the performance of that same activity by an alternative
method producing an amount of shortening more nearly matching the NIL.
This alternative method might not ordinarily be considered because it appears
to have a steeper cost slope.

To illustrate, consider the conventional two-point activity time-cost curve
NC of figure 57. The cost slope is apparently $50 per day. Assume that the NIL
for shortening this activity is 2 days. Therefore, expediting to the crash limit would
produce only two days of project-shortening if the new zero-lag sequence
line created a new critical path that would cause this activity to become non-
critical. However, the cost increase would be $400. The effective cost slope is
$200 per day. Other activities may offer more economical solutions for two
days of project-shortening. Or there may be other discrete scheduling solutions
for this activity, such as that corresponding to Point A. Point A reprcsents a
method of performance which, though its cost slope is twice that of Point C,

provides two days of project-shortening for $100 less (an effective cost slope
of $150 per day).

800

400

Cost

200

deys
Time

Figure 57. Effect of NIL on expediting

If curves arc not truly continuous, cost slopes offer a rather poor criteria
for selection of activities to be expedited. The manual, cycle-by-cycle method
permits the programmer to calculate the NIL for a proposed change and to
consider specific alternatives with relation to their respective NIL's. This will
pefmit more intelligent time-cost trade-off decisions.

1
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TIME-COST TRADE-OFFS FOR SUBNETWORKS

Time-cost trade-oft analysis is ideally performed using the entire project
network. Although it is possible to take advantage of the fact that only limited
data for selected critical activities are required for application of the manual
procedure, there are practical limitations on the size of network that can be
analysed. The use of the dateline cut-off subnetwork, discussed in Chapter 3,
offers an imperfect but helpful approach to larger networks.

This subnetwork approach is imperfect because not all of the opportunities
for project-cxpediting occur within the subnetwork, and therefore some of
them are not considered when decisions are made. It is both possible and pro-
bable that a more economical method of expediting is offered by activities out-
side the subnetwork, since the subnetwork represents a small portion of the
over-all project. If there are multiple critical paths, the optimum expediting
solution may involve the joint expediting of an activity within the subnetwork
and another in a later portion of the project. By confining consideration only
to the work within the period of the subnetwork, these optimum solutions
are not obtained.

Imperfect solutions that result in improved, more economical schedules
are better than no solutions at all. By establishing a value per time unit (e.g.,
dollars per day, per week or per month) for eatlier project completion, a target
is available tor judging whether any proposed change will result in an improved
schedule. If the change shortens the project at a lower cost than the amount saved
by the earlier completion, even though it may not be the optimum improvement
possible, it is advantageous. The chances of achieving near-optimum solutions
are greatly increased by the ability to consider the low cost slopes of the initial
segments of each critical activity time-cost curve. This increases the number of
opportunities for expediting within each subnetwork and tends to reduce the
differences between expediting opportunities within and without the subnetwork.
It seems certain that an analysis based on a consideration of these low-slope
segments but limited to activities within the current subnetwork will produce
better results than an analysis based on a consideration of the entire network
at one time but utilizing the asumption of two-point, single-slope activity
time-cost curves.




Chapter 5

SINGLE-PROJECT RESOURCE ALLOCATION

INTRODUCTION

The exccution of most project activitics requires the use of various types
of resources. Resources may consist of classifications of labour, such as manage-
ment personnel, professionals and workers. Each of these categories could be
subdivided; for example, workers could be classified as carpenters, qualified
welders, or equipment operators. Resources may also consist of types of equip-
ment, such as power shovels, tractors, cranes or trucks. In some instances re-
sources may be types of material, such as concrete, or structural iron and steel.
The money required to pay for work completed might even be treated as a
fesource in the procedures to be discussed. In most developing countries the
resources required for the performance of project activities are usually in short
supply. Sometimes these limitations are not serious, but often they impose
restrictions that need to be considered if a realistic and intelligent project schedule
is to be developed.

So far this publication has not dealt with resource requirements. A project
implementation plan has been developed based only on satisfying physical
restraints. Sequential relationships have been based on defining those activities
that must be completed before others can be started. Activity scheduling has
been based on these sequential relationships and routine calculations that also
Tequire estimates of activity durations. At no point has the question been asked,
“Are the resources required for the performance of this activity available:”
and, “If the required resources are not available, what action should be taken:”
The answers to these questions are just as important in producing a realistic
schedule as is adherence to physical sequencing restraints. It is true that certain
very clearly defined resource restrictions may be taken into account while de-
veloping a project implementation plan even though these questions are not
formally asked. The programmer may recognize, for example, that he has only
a single pile-driving rig available and take this into account as he sequences the
various activities that require the usc of this equipment. But most resource
problems are more subtle ones. They may involve a substantial number of units
of a resource as well as a number of activities requiring this type of resource
that can be scheduled concurrently. To determine a favourable scheduling for
these activitics that will not cause resource-availability limits to be exceeded is
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frequently a difficult task. The development of procedures for this purpose is
desirable.

The first step is to define the problem. The development of resource sched-
ules for cach important resource will clearly reveal the resource-allocation
conflicts that exist. A resource schedule is a list of the units of that resource
required during each time unit for the span of the project duration. To obtain
resource schedules the estimator must furnish data giving the resource require-
ments of each activity. These requirements should be based on the method of
performance that corresponds to the estimated duration of the activity. It is
also necessary to have a schedule for the timing of the performance of each
activity. A schedule based on starting cach activity at its carliest start date offers
a logical initial schedule for purposes of problem definition. Having resource
requirements of each activity and a scheduling for each activity, the develop-
ment oi resource schedules involves a time-unit by time-unit cxamination of
those activities in progress, the total of the number of units of each resource
required during each time unit, and the entry of this total in the proper resource
schedule.

As a sample problem, consider the project network shown in figure 58.
Assume that there are three resources required for the performance of this pro-
ject; these resources are in short supply and therefore scheduling restrictions on
project activities may arise. These resources are designated as Resources X,
Y and Z, and the requirements for each resource by each activity are shown in
the diagram under the node symbols. Scheduling data for this network has been
calculated, and the results are shown in the tabulation in figure 59. Project
duration without consideration of resource restrictions is 34 weeks. A schedule

Q Activity label
Activity duration in weehs

Regource
requirsment

Figure 58. Sample network with resource requirements

:
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Figure 59. Scheduling data for sample network

based on starting cach activity at its carliest start time is shown in figure 60,
and the resulting resource schedules for the three resources are developed in this
figure. These resource schedules can be visualized more easily in the graphic
representation shown in figure 61. The resulting schedules are not attractive
ones owing to excessive peak requirements and to large, frequent variations
in the requirements. This is especially true for Resource X, which has a peak
requirement of 14 units, but a few weeks later the requirements drop to zero.

Two principal problems exist with regard to resource utilization. One
occurs when the demand for resource units exceeds the supply. Since such a
demand cannot be satisfied, one or more of the activities responsible for the
demand will have to be rescheduled. In other words, the peak requirements have
to be reduced until they no longer exceed availability limits. The principal
objective is to accomplish this in such a manner that the project duration is not
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Units of
tesource

15 4

Resocurcz X

Resource ¥

Resource 2

5 20

Time in weeks ~———r &

Figure 61. Resource schedules in chart forim - early start

moving it off the project site and then moving it back when it is needed again.
The alternative here is to absorb the ownership or rental costs while the cquip-
ment stands idle. All these measures tend to increase costs. The ideal resource
schedule would be represented by a curve that built up and tapered off gradually,

was constant over its intermediate range, and never exceeded availability limits.

GENERAL APPROACHES TO RESOURCE ALLOCATION

Developing a schedule to satisfy resource restrictions can be a very complex
problem. Even for small networks and for processing by large capacity com-
puters, there are so many scheduling combinations possible that it is not practical
to apply procedures that theoretically would guarantee an “optimum” solution.
There are a number of very sophisticated resource-allocation programmes that
require large computers and considerable running time and which, hopefully,
provide near-optimum solutions. Many of these programmes are proprietary
ones. The problem is complicated because of the amount of data involved, the
probability that a considerable amount of these data will have to be updated
as a result of the interactions that occur when activities are rescheduled, and the
almost limitless number of possible rescheduling combinations. Therefore, it
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is generally claimed that computer approaches to this problem are essential
because of the magnitude of the data-handling operations required.

Consider again the resource schedules developed in figure 60 for the sample
network. The development of such schedules is not a new concept, nor 1s it
dependent on network techmques. Such schedules can be developed from bar
charts as fong as resource requirements are provided by the estimator. Careful
programmers have developed resource schedules for important projects tor
many years, but it has not been a common practice. The reasons apparently
are that a great deal of data must be furmshed and much time and effort expended.
These are not particularly good reasons for not developing resource schedules,
since the time and cffort arc generally profitably spent. But the fact remains
that project management often chooses to proceed quite blindly with respect
to resource problems because of the trouble mmvolved in developing even a
single set of resource schedules.

If the initial resource schedules were developed and if scheduling changes
were subsequently proposed, each such change nught require extensive mo-
difications. If a critical activity were rescheduled or if a non-critical activity
were 1escheduled in its interfering float range, other activities would also have
to be rescheduled. These activities may involve a number of different resources.
The original change that was aimed at a specific improvement in one portion
of one resource schedule may produce many changes in other portions of that
resource schedule as well as changes in several other resource schedules. Some
of thesc changes may be unfavourable and may even nullify improvements that
have been previously achieved by considerable effort. In view of these problems
it seems unlikely that project schedules providing good solutions for meeting
resource limitations can be developed sucressfully by a manual procedure. Yet
the purpose of this chapter is to show that such is the case.

The fact that most resource programming at present is accomplished by
non-computer methods -in son:e cases pootly but in other cases satisfactorily —
provides evidence that such methods are practical. At one extreme there are
very elaborate computer-oriented resour:e-allocation programmes, but these
account for 2 very small percentage of total resource programming. At the
other extreme there is a complete lack of advance programming, and problems
are solved as they arise. For example, on an ordinary construction project there
are certain units of equipment on the site and a certain number of men report
for work each morning. If there is insufficient equipment or an insufficient
number of men to perform all the work that is ready to be done, some work
must be postponed. Choosing what to postpone is often left to the craft fore-
man, and decisions are based on his judgement and intuition rather than on
any precise knowledge of criticality and float times for activities. If there is more
equipment or a larger number of men than needed, it is the foreman who decides
which equipment to use or, in the case of the men, whether to lay them off.
No matter how crude this process may be, it constitutes a resource-allocation
technique.

Both extremes of practice have certain advantages and disadvantages. Tl.e
computer can handle the large amount of data and computational steps that are

1
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routinely required and can apply mathematical procedures that are completely
prohibitive in manual processing. On the other hand, it can only consider
implementation programming and scheduling modifications that it has been
programmed to perform and for which it has been supplicd data. It is impossible,
in practice, to programme a computer to consider all alternatives that might
be possible and desirable in specific situations or to furnish it with all the data
that it might possibly make use of. Another disadvantage in somc locations is
that resource-allocation programmes require very large capacity computers that
are not always readily available.

The disadvantages of the other extreme of practice are that decisions arc
made at the last moment, when the opportunity for favourable solutions may
already have been lost; they are made without benefit of data that could be
helpful; and they are often made by a level of management that may not be
the best qualified to make them. One advantage of a lack of advance planning
is that decision-making does not require computer equipment that is not available.
However, regardless of the availability of computer facilities, an even greater
advantage is that the exercise of judgement is permitted. There are many possible
ways to resolve resource conflicts. One is to reschedule activities. This is the
principal, and often the only, basis for most formal procedures. Other measures,
however, can be just as cffective. Activities can be replanned to change their
resource requirements. When an estimator is required to furnish resource data,
he must provide a list of resource requirements in specific numbers. Generally
he can alter these requirements or even eliminate them by adopting a different
method of performance. Sometimes activities can be interrupted temporarily
or resource units can be borrowed from other activities without completely
interrupting them. Sometimes resource units can be shared by concurrent
activities. The clever foreman who is faced with a shortage of resource units
will often consider all these alternatives and a few more. He has an ability that
cannot be programmed into a corputer and that allows him to obtain acceptable
results cven though, on analysis, the method appears crude.

This chapter proposes a middle course of action. It is assumed that computer
facilities are not available and therefore a manual procedure is required. This
manual procedure should take advantage of basic network scheduling data and
the application of network mechanics as far as possible. Such an approach can-
not be as simple as pushing a button and awaiting a printout of a solution; it
requires a considerable amount of experimentation, calculation, and analysis.
When a prolonged effort is to be expended in the implementation and manage-
ment of an important project of long duration, this effort i- justified. When it
is necessary to programme many projects of very short duration, only computer
processing can provide practical solutions to resource-allocation problems. This
publication, however, is concerned with single projects or programmes involving
a limited number of projects that extend for months or years. Project manage-
ment, therefore, can afford to take the time required by the procedures this
publication proposes. Procedures for three cases, each of increasing complexity,
are presented below.

6HX
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MANUAL RESOURCE-ALLOCATION PROCEDURES - PREPARATORY STEPS

An initial step for these procedures is to develop resource schedules tor one
specific project schedule which, except for resource requirements, would be
a feasible one. This step is not essential i the procedure outlined for Case 11
below, but it is helpful there also. The simplest schedule is that based on the
carliest start times of each activity, as shown i figure 60. In the procedures
presented here activities are rescheduled, or other chaages are made that may
require rescheduling of activities, m an atteipt to climinate unacceptable re-
source requirctnents and improve resonree schedules. As a result, total require-
ments for caclt time unit are frequently changed.

If the mechanics of physically making changes in the data tabulations arc
simplified, the possibilities for improving schedules will be cxpanded. A method
for accomplishing this is to use a workshcet consisting of a large picce of cross-
section paper mounted on sheet metal. A time scale is shown horizontally across
the sheet, with each column of the grid representing one time period in the time
units chosen. Each activity is represented by a bar cut from a strip of magnetic
plastic. Such plastic is inexpensive and comes in rolls of stripping, in widths
as narrow as one quarter of an inch; it may be painted with enamel paint. A wax
pencil or a pen using water-soluble ink is used to mark resource requirements
on each activity bar. These entties should be positioned to match the horizontal
scale of the grid sheet so tha: a single entry will appear in each time-unit column
over the time span of the activity. It is not essential to cut the plastic bars to
match the duration of the activity. A module, such as five time units, is chosen
and all bars cut the same length from the rolls of stripping material. The bar
for any activity is made by placing these basic modules end to end and leaving
any extra <pacc on the final length blank. It 15 also helpful, if the number of
different types of resources to be analysed is not too great, to use a differcnt
colour bar for each resource. The magnetic strip material can be painted in at
least six to eight different pastel shades. This will permit simple marking with
pencil or pen and will enable the origins ot the various resource requirements
to be casily seen. If an activity requires more than one resource, a different colour
bar for each resource is placed one above another to form a composite bar for
the span of the activity. This group of bars is moved as a unit when rescheduling
of the activity is performed. Strips of magnetic plastic are mounted across the
bottom of the worksheet to receive entries of the totals for each time period.
If colours arc used to represent different resources, one strip of each colour
spanning the entire project duration is used for the totals. Entries are made
in a manner similar to those for the activity bars, i.e., with grease pencil or
water-soluble ink. As activities are rescheduled thesc entries can be easily changed
by carefully wiping out the previous figure and entering the new total. This
arrangement permits making changes in a more practical manner than by making
entries directly on the cross-section paper with subsequent extensive erasing.

An additional refinement to the above procedure to allow experimentation
with changes that involve shifting several activities is possible. Sometimes a
decision concerning the desirability of a proposed change cannot be reached until
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rather extensive changes have been made. In this case an extra blank strip for
each resource is placed across the bottom of the worksheet adjacent to the strip
on which totals per time unit are entered. The bars for each activity involved
in the proposed change are left in their original position and merely turned over
to eliminate them temporarily from consideration. New bars arc placed in the
new proposed positions (pieces of magretic strip can be laid on top of portions
of the turned-over strips, so extra vertical space need not be provided). The
new totals are entered on the extra blank strips at the bottom of the worksheet
after the proposed change has been completely processed and all affected activities
have been scheduled in their new positions. These figures can then be compared
with the previous totals, which have not been destroyed, and are directly above
them. If the change does not prove desirable, the new data are removed and the
turned-over bars restored to their former positions. If the change proves to be
an improvement, the turned-over bars are removed, the entries on the original
totalling strips on the bottom of the worksheet changed to match those on the
spare strips, and the spare strips blanked out for reuse.

Case I—-Limited resource restrictions

Sometimes the resource restrictions are not severe and the elimination of
major peak requirements can be achieved by a relatively simple shifting of
activities, mostly within free float ranges. This shifting can be accomplished
by moving the magnetic bars representing the activities to a new position and
changing the totals affected at the bottom of the worksheet. If an activity is shifted
within its free float range, there are no chain effects, so no other activities need
be shifted. This is the simplest possible type of change and yet can be quite
effective in many situations. Of course activities can also be shifted in their
interfering float ranges if the affected activities are also shifted and all necessary
totals corrected. If the chains of affected activities are short ones, not much
effort is required, and such changes may also be practical to process. Critical
activities can also be shifted and other activities shifted beyond their float limits
if the improvement produced is worth extending project duration. However,
unless such changes occur near the end of the network diagram, there are likely
to be many activities affected and a large amount of data modification required.
Therefore, scheduling changes for solving resource problems by procedures for
Case I are limited priniarily to changes involving the use of free float time and
changes that do not require an excessive amount of activity-shifting.

Figure 62 shows a rescheduling of the activities of the project network of
figure 58. Only activities with free float have been rescheduled from their
earliest start times, and rescheduling has been limited to the float ranges. The
vertical lines opposite each activity indicate the possible time span for re-
scheduling by marking the earliest start time and the end of the activity's free
float time. In this rescheduling, project duration has not been changed, of course,
and no activities have been interrupted or replanned to change resource require-
ments. The improvement, nevertheless, is impressive. The maximum require-
ment for Resource X has been lowered from 14 units to 6 units. Those for Re-
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sources Y and Z have been reduced respectively from 8 to 6 and from 4 to 2.
The six-unit requirement for Resource Y could easily be reduced further to 4
units by extending project duration by one week as is apparent from a quick
examination of the worksheet. The continuity of the use of resources has also
been improved. Once Resource X is required, it is used continuously, in varying
amounts, until it is no longer needed. Resource Z builds up to its maximum,
which then remains constant except for a single four-week break, as compared
to two breaks and a less uniform requirement in the initial schedule. The schedule
of figure 62 is definitely an improvement over the schedule of figure 60 from a
resource staudpoint, and yet the schedule modifications were very simple to
make.

It is not necessary or desirable to develop strict rules or a definite procedure
for rescheduling of this type, since the previously suggested trial and error
juggling of data on magnetic strips can be accomplished so easily. Whether
the best possible answer is obtained depends on the skill and imagination and
luck of the person in charge, but usually an initial schedule can be considerably
improved. If the programmer considers measures such as replanning activity
performance, borrowing resources temporarily from concurrent activities,
varying resource use during the performance of an activity, interrupting ac-
tivities, sharing resources between activities, and a host of other possibilities,
he can probably greatly improve the original schedule. For example, in the
schedule shown in figure 62 it might be possible to replan Activity I for per-
formance in 3 weeks using 4 units of Resource X per week. This would increase
the resource-weeks of effort from 10 (5x2) to 12 (4 x3) to allow for some in-
efficiency in the alternative method. But it would improve the resource require-
ments for the period from the seventeenth through the twenty-first week to
give a 4—4—4-—4—4 schedule instead of a 6—6 —2—2—2 schedule. Such changes
can be made frequently if the need for doing so is brought to the attention of
the programmer and if he is familiar with the method of performance of the
work involved.

Case II—Different resour:c restrictions

Satisfying resource restrictions is sometimes more difficult than in the
previous example. Rescheduling activities within their free float ranges may
not accomplish the necessary reductions. Other rescheduling often involves
shifting several activities, and if many changes are necessary an experimental,
trial-and-error procedure is not very practical. Since making changes that in-
volve several activities is difficult with a manual procedure and imposes practical
limitations on the number of scheduling improvements that may be attempted,
the problem of improving project schedules that are unacceptable and that are
subject to severe resource restrictions arises. A method of approach different
from that of Case I is called for. Instead of starting with an initial schedule and
attempting to reschedule activities within it, the programmer starts at the be-
ginning of the project network and gradually builds an acceptable project schedule
activity by activity. Rescheduling of activities is confined, at any moment, to
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project duration while satistying all resource requirements within the limits of
resource restrictions.

In this procedure three principal questions must be answered:

(a) What limits should be established for resource availabilities:

(b) What is the basis for arranging the order of activitics preparatory to

scheduling them:

(¢) By what method should conflicts over resources be resolved:

The question of establishing levels of resource availabilities may be con-
sidercd first. The procedure for Case I involved starting with an existing schedule
and attempting to improve it until resource requirements are considered accept-
able. What “acceptable” means is often somewhat flexible and may depend
on the amount of cffort required to make further improvements. In any case,
the decision on fmal resource limits can be made after a certain amount of re-
scheduling has been accomplished. In the procedure for Case II resource limits
must be established at the very beginning of the process, before any activities
are scheduled. One basis for establishing these limits is simply to state how many
units of each resource arc actually available. Theoretically this is a difficult figure
to define, since there arc almost always some measures possible that will pro-
duce additional resource units if funds arc available. If a criterion of “normal
maximum’’ is used, limits can be established and the development of a schedule
can commence. Later, if undesirable delays in project conpletion become neces-
sary because of insufficient resources of a specific type, this resource limit can
be reviewed and the premium costs of extra units cxamined. If a decision is
made to increase the limit beyond that which originally appcared reasonable,
it may or may not be desirable to repeat the scheduling procedure up to that
point. This would depend on the extent to which the project has already been
delayed because of the resource limit that is being revised.

The procedure for Case Il does not “level” resource requirements within
the maximum limits. The scheduling of activities is based only on satisfying
established limits rather than on climinating peaks and valleys in the resource-
schedule curves. By progressively lowering the limits and repeating the pro-
cedure, effective levelling will be accomplished. The problem with this approach
is that each scheduling pass requires much effort, and iterative methods are not
particularly suitable for manual processing. It is often desirable, therefore, to
set original limits that are more severe than those based on “normal maximums”
in order to force additional leveiling and to keep resource peaks as low as practical.
If such limits are set a good possibility should exist that they can be met without
excessive delays in project completion. In general, the tighter the resource limits
are, the longer the project duration will be. The extreme limit on the tight side
would be to set limits equal to the maximum requirement of any single activity
that uses the resource whose limit is being set. The project cannot be performed
unless there are at least as many resource units as are required by any single
activity. This method of establishing resource limits will be applied to the sample
project network of figure 58. Resource limits of 4, 4, and 2 will be set for Re-
sources X, Y, and Z respectively, since these are the maximum number of units
required by single activities in the project. For example, Activity B requires
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4 units of Resource X, and Activity H requires 4 units of Resource Y and 2 units
of Resource Z. This will offer a problem that has the tightest rescurce restrictions
possible.

Another approach is to develop the resource schedules for only the critical
activities based on the carlicst start time schedule. The limits can then be set
equal to the maximum requirements in cach of these schedules. This provides
a mathematical possibility of mecting the limits without extending project
duration, although this possivility is remote. In the example being used, this
approach would produce the same 4, 4 and 2 limits determined above. One other
approach offers limits of intermediate severity and is sometimes useful. It uses
the resource schedules that have been deteriined for the project schedule based
on the carlicst start times for all activitics. The total number of resource units
per time unit can be determined for cach resource over the entire span of project
duration. This total can be divided by the number of time units in the period
in which the resource is used (including bricf periods of zero use) to obtain
average requirements. Then the average requirements can be multiplied by a
suitable, arbitrary factor (greater than 1) to establish working resource limits.
For example, in figure 60 there are a total of 99 resource unit-woeks required
for Resource X over a period from the fourth to the thirty-first week. This
is an average requirement of 99/28, or 3.25 units per week. Using a factor of
1.5, a total of 5 resource units (3.25 % 1.5 = 4.88) would appear to be a rcasonable
limit, provided that it is at least as largc as the requirement by any single activity
and does not exceed the limit set by a normal maximum tigure. In a similar
manner limits of 5 ((108 x 1.5)/34 = 4.77) for Resource Y and 2 or 3 (40~ 1.5)f
26 = 2.31) for Resource Z might be established.

Once resource limits for each resource have been detcrmined by one of the
foregoing methods, the second problem is to establish an order for the scheduling
of the activities. One possibility is to proceed a time-unit at a time and for
each time-unit to consider all the activities available for scheduling. This is
a good procedure, but it is a more tedious one to apply manually than a procedure
that schedules on an activity-by-activity basis. If activities are to be scheduled
in some systematic order, it seems logical to schedule those that are more critical
before scheduling those that can also be started at the same time but that have
greater scheduling flexibility. Activity latest start times or latest finish times
can furnish a basis for selecting activities according to both criticality and a
progressive ordering from start to finish in the project network. Latest start
times have been chosen for the procedure for Case IL. This favours scheduling
the activity with the longer duration first, since it becomes more difficult to
schedule the longer duration activities after others have been scheduled.

Figure 63 shows the activities listed in ascending order of latest start times.
They may be listed in any order as long as they are scheduled in the order ac-
cording to their latest start times. Extension of project duration will not affect
this order as long as scheduling progresses in the order established by the original
latest start times. Although latest start times change when project completion
is changed, all activities yet to be scheduled will have their latest start times
shifted by the same amount; hence, the order is not affected. As activities are
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about to be scheduled, 1t is helptul to mark their possible scheduling range on
the worksheet. The mitial limit 1s determined by the completion times of the
preceding activities that have already been scheduled. The final limit 15 determined
by the updated latest finish time, which 1s equal to the original latest finish time
plus the delay in project completion that has been incurred up to that pomt.
These date limits have been marked on figure 63 just prior to the scheduling
of the corresponding activity (note the pairs of vertical lines opposite cach
activity). The activity 1s then scheduled at the earliest date at which its resource
requirements will not cause the totals at the bottom of the sheet to exceed the
resource limits that have been previously set. If an opportunity for better resource
scheduling or avoidance of a delay in project completion can be achieved by
interrupting an activity, the programmer should investigate the method of
activity performance to judge whether this is possible. If in order to schedule
the activity it is necessary to complete it at a date later than its latest finish time,
the delay in project completion is noted in column 3 of the worksheet as shown
in figure 63. This allows updating of the latest finish times of subsequent activities
and also allows later analysis of the reasons for the final resulting increase in pro-
ject duration. This analysis may lead to decisions to change resource limits and
repeat the procedure.

The final problem in the procedure for Case I 15 that of resolving resource
conflicts. When an activity cannot be scheduled at its earliest start time because
of lack of available resource units, it can be postponed. As long as it has float
time this is nct a serious matter; but when it must be scheduled to finish after
its latest finish time, project duration is affected and a more serious problem
has arisen. The simplest procedure would be to schedule each activity in order
at the carliest date possible regardless of when this occurs and proceed to the
next activity. This procedure will furnish a final schedule that meets all resource
restrictions and with a minimum of effort. But a study of alternative methods
of resolving resource conflicts as they arise, if they do involve the project com-
pletion date, can produce a more efficient schedule. Some of the activities already
scheduled that require the same resource may be rescheduled instead of the
activity under current consideration. If this will lead to less delay in project
completion, it is a better solution; other alternatives may also be considered.

It would be possible to establish a formal set of rules for considering the
activities in conflict for the scarce resources and determining which should be
rescheduled and how. This would result in a mechanical procedure that could
also serve as the basis for a computer programme. The major advantage of a
manual procedure is that it offers the possibility of utilizing the full scope of
the programmer’s judgement, a possibility that cannot be programmed into a
computer. So a formal procedure will not be presented here for resolving re-
source conflicts. An examination of the data may suggest rescheduling one
or more activities previously scheduled rather than postponing the activity
currently being scheduled. It may suggest interrupting and rescheduling a portion
of an activity, or it may suggest replanning certain activities to change their
resource requircments (and probably their durations). Sometimes it may be
possible for the current activity to borrow resource units temporarily, and hence
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In the example shown in figurc 63, when scheduling has progressed to a
consideration of Activity F it is found that the carliest that Activity F can be
scheduled is the twenty-fourth week, three weeks later than its latest finish
date. An cxamination of the schedule already developed indicates that by re-
scheduling Activities L and I, which had previously been scheduled to start on
the nineteenth week, one week later, Activity F can be scheduled on the nine-
teenth week. The net result is to delay project completion by one week instead
of threc. Later scheduling conflicts involving Activities Q and P cannot be
resolved by means other than scheduling those activities at the earliest available
date permitted by resource limits. The final project duration required to satisfy
resource restraints is 38 weeks. If all activities had been scheduled at the earliest
date at which resource units were available (Activity F is the only one in this
example that was not), the project duration would have been 39 weeks. Figure 64
shows in graphic form the results obtained by the procedure for Case II that were
presented in figure 63. Minor improvements can still be achieved if desired. For
cxample, the discontinuity in use of Resource Z on the thirty-third week could
be climinated by scheduling Activity O a week later. A comparison of figures 61
and 64 indicates the improvements that have been achieved.
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Figure 64. Final resource schedules in chart form
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Case 111 - Projects of long duration

Projects of long duration require more effort for resource-allocation sched-
uling principally because of the many time units involved and the many entries
to be made and updated. Very detailed resource programming for that portion
of a project to be performed in the distant future is of questionable value. Such
programming will undoub.edly have to be repeated because of changes in the
performance of the earlier portion of the project. A combination of the pro-
cedures for Case 1 and Case Il together with the use of subnerworks created by
the dateline cut-off method discussed in Chapter 3 offers a means of resource
programming for projects of long duration.

Initially the resource requirements of the entire project should be analysed
to locate major problems and to determine measures for meeting them. Only
those resources should be considered that are expected to offer definite limita-
tions cither because they are scarce or expensive or because the project activities
make extensive use of them in relation to their levels of availability. For these
activities it is generally worth while to develop resource schedules based on
carliest start times. An added short cut that can often be used effectively is to
basc the resource schedules on a larger time unit, for example, weeks mstead
of days, months instead of wecks, or two or more months instead of one month.
This preliminary study will help to establish reasonable resource limits to use
in the more detailed scheduling procedures that follow, and it may also indicate
the need for some immediate reprogramming of the project to eliminate major
resource problems. If such reprogramming is necessary it should be done at
this time, since it will probably extend project duration. If a reasonably valid
project completion date can be determined in the preliminary amalysis, sub-
sequent effort to maintain in the detailed analysis a project duration that will
cventually prove to be completely unrealistic will be avoided.

After the initial analysis has been comvleted, detailed schedule develop-
ment using the procedure for Case Il can be performed on subnetworks that
cover a limited time period in the immediate future. In these studies additional
resources can be considered because subnetworks can accommodate the additional
daca to be handled. A shorter time unit may be used as the basis for developing
the schedule. When advantageous, the network activities can be further sub-
divided to expand the project plan in more detail. The effects on project com-
pletion of rescheduling any activity will be known by the amounts by which
updated activity latest finish times must be exceeded. The effects on the pre-
liminary resource schedules for the period ahead of the current subnetwork
will not be known until subnetwork development has progressed to the period
of interest. If extensive changes are made during the programming of subnetworks
and there is reason for concern about major effects on the over-all project schedule,
the procedures for this over-all study may be repeated. The major effort once
subnetwork programming is commenced is confined to very detailed program-
ming for a limited period ahead. This type of programming is practical and
profitable with this subnetwork approach, but this would not be true if it had
to be accomplished using the entire project network.
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The procedures outlined in this chapter should permit effective resource
allocation for any major project of extended duration even though these pro-
cedures have been restricted to non-computer methods capable of being applied
at the project management level.




Chapter 6

MULTI-PROJECT RESOURCE ALLOCATION

THE MULTI-PROJECT PROBLEM

An industrial development programme may involve more than one project,
and these projects may be in progress at the same time. Because resource limita-
tions can affect the scheduling of activities in these projects, resource-allocation
techniques should be applied. Where each project draws its resources from its
own resource pools, the single-project resource-allocation procedures of Chapter 5
can be applied. If the projects draw their resources from a common pool, a co-
ordinated effort is necessary to resolve conflicts for scarce resources in a manner
that benefits the over-ail programme. A procedure for multi-project resource
allocation is in this case desirable.

The multi-project resource-allocation problem is basically the same as the
single-project problem, since project networks can be treated as subnetworks
and combined into a single master network for the entire programme. The
resulting problem is more complex if only because of its much larger size. How-
ever, there are other factors that add to its complexity. A principal one is that
the different projects generally have different priorities. It may be much more
serious to the effective implementation of the over-all programme to delay
one project rather than another. Priorities must be taken into account if there
are valid reasons for having them.

Another factor that is sometimes involved is that of mobility of resources
between projects. There may be complete interproject mobility of resource
units without problems, or each move of resource units from one project to
another may represent considerable effort, time and expense. Which situation
exists will usually depend on the relative geographical location of the projects
and the degree of mobility of the resource itself. For example, one extreme
occurs when multi-project resource-allocation techniques are applied to the
scheduling of the engineering and pre-construction phases of several projects
within a programme. The resources may consist of various classifications of
professional and skilled personnel, often employed under the same roof. In this
case there is complete mobility of the resource units. A shift to a new project
may only involve exchanging one set of plans for the next set. The other extreme,
however, may arise in the construction phase of the same projects if the projects
are situated at widely separated locations and each may require certain types
of heavy equipment that are in very short supply. Moving units of equipment

87




88 PROGRAMMING AND CONTROL OF IMPLEMENTATION OF INDUSTRIAL PROJECTS

from site to site involves a major expense as well as time, and this must be con-
sidered in scheduling the aetivities of the projects that require these moves.

There are many other ways in which multi-project resource allocation
can reach still higher levels of eomplexity. Some projeet resources may be draw
from common resource pools of the over-all programme while others come
from pools available to a single project. Even more complicated combinations
arisc where projects within a programme share pools for certain resources with
some other projects and share different pools with others. Similarly, certain
resources may have interproject mobility with respect to some projects but not
with respect to others.

It is the purpose of this chapter to suggest modifieations of the single-project
resource-allocation proeedures of Chapter 5 that will cover these additional
complexities. It is beyond the scope of this publication to develop detailed
procedures for the multi-project case or to present a detaiied treatment of its
problems.

PROCEDURE FOR MULTI-PROJECT RESOURCE ALLOCATION

The projects in a programme that draw resources from a common pool
should be considered jointly to determine the most favourable resource allo-
cations for the entire programme. The basic scheduling data for each project
(earliest and latest start and finish times) can be computed separately. If not
all the projects are to begin at the samne time, the starting times of their initial
activities should each be related to the over-all programme time schedule. For
example, if Project A is to start 90 days after the beginning of the first project
in the programme, the carlicst stait time of its initial activity should be set equal
to 91 before the forward-pass ealeulations are begun.

If the projeets have different priorities in the opinion of the programme
management, these priorities should be expressed in a quantitative manner,
even though i is not always simple, nor perhaps diplomatic, to do so. There
will be conflicts for available resources, which must be resolved, otherwise
a_resource-allocation analysis would not be needed. Resolving conflicts will
often require extending the duration of at least some projects; the higher the
priority of a project, the less desirable it is to extend its duration. One logical
basis for expressing priorities is to determine the costs incurred per time unit
of added project duration. The resulting figure is the same as that used in the
time-cost trade-off procedure of Chapter 4 to determine when the most fa-
vourable schedule has been achieved. It is equal to the indirect costs for project
performance during the time range following its carliest possible completion
and also includes those costs representing lost income or extra expense as a
result of not placing the completed project in operation. If such figures can be
determined, they give an ideal quantitative basis for project priorities and can
be used directly. A less precise alternative is to assign priorities arbitrarily on the
basis of the judgement of the programme management.
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The basic procedures of Chapter 5 can now be applied. Assuming that the
resource restrictions are sufficiently severe to require the procedure for Case I,
modifications of this procedure will be discussed in further detajl. Resource-
availability limits must be initially sct and can be determined by one of the
methods suggested in Chapter 5; then activities should be ordered in latest
start sequence. Because of the large number of activities, there are advantages
in listing the activity data on cards and using one card for each activity instcad
of listing the activity labels on the worksheet, as proposed in Chapter 5. Since
it is gencrally not possible to assign one row on the grid of the worksheet to
cach activity, a band of rows should be assigned to cach project. The magnetic
bars that carry the activity resource data may also include the activity label;
then non-concurrent activities in the samc project can be placed in the same
grid row. The band of vertical space required for each project nced only be
large enough to contain the maximum number of activities that can be per-
formed concurrently. Hence, this is a space-saving mcasurc.

Another reason for listing activities on cards is that the order of activities
will change during the scheduling procedure. If the completion time of one
project is extended, the latest start times for activities in that project arc all
increased by an amount equal to the increase in project duration (though the
latest start times of activities in other projects are unaffected). Since latest start
times are the basis for ordering the activitics for scheduling, reordering is neces-
sary. With the activities placed on cards this reordering is simple. The original
latest start time of each activity is listed in the upper corner of its card, and the
cards are arranged in order based on these figures; scheduling of activities com-
mences with the activity on the first card. When a change in project duration
becomes necessary in order to resolve resource conflicts, the magnitude of the
change is listed in an assigned column of the worksheet in the horizontal band
of that project in a manner similar to the listing of delays in figure 63. As cach
card is cxamined preparatory to scheduling its activity, the total delay of its
project is noted from the worksheet. The latest start time on the card is updated
if necessary, and the card is rcordered according to its updated latest start time.
If the card needs to be reordered it will not be scheduled at that time: the next
card will be cxamined and the process continued.

When resource conflicts do occur during the scheduling process, their
solution is complicated by proicct priorities. If there are no priorities and the
only objective is to complete the over-all programme in the least possible time,
then all projects can be combined into a single network. They can be tied to-
gether at the beginning by an event node representing programine commence-
ment and at the end by an event node representing programme completion.
The problem is reduced to one of single-project resource allocation (although
the network may be quite large) with the exception that some attention may
nced to be given to interproject mobility in shifting resource units. In most
cases priorities for completion of the individual projects within the programme
do exist and need to be considered.

As cach activity is scheduled, its magnetic strips are placed on the grid
sheet. It is helpful to enter the activity label on the upper left corner of the

7
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bar assembly and its latest finish time in the upper right comer. Latest finish
time is preferable to latest start time for this purpose, since the activity may
be interrupted during the scheduling process. This figure will show when the
project is being extended in duration and, during the scheduling of other activities,
will permit a rapid determination of the float time of any previously scheduled
activity. The original latest finish time value should be used. It can be quickly
updated by glancing at the column in which project delays are tabulated and
adding the amount of any delay already incurred by its project. The float time
of an activity can be determined casily by subtracting the date on which the
activity is scheduled for completion (the time unit of the column in which
the activity bar terminates) from its updated latest finish time. As activities arc
scheduled the initial attempt is made to start them immediately after the latest
of their preceding activities have been completed. The identity of the preceding
activities can be found by referring to the appropriate network diagram. It is
also helpful to have each activity’s preceding activities listed on its card. The
bars of the preceding activities are observed on the worksheet to determine the
earliest possible start date for the activity being scheduled.

Owing to resource limitations, it may not be possible to schedule an activity
at the earliest date following completion of its preceding activities. In this cir-
cumstance either postponement of this activity, rescheduling of other activities,
or some other measure is required. The entire group of concurrent activities
requiring the limiting resource, including activities previously scheduled and
the activity currently being scheduled, are considered together. The first objective
is to try to confine any rescheduling to float ranges if possible. The second
objective is to observe priorities if there are alternative solutions, rescheduling
those activities with as low a priority as possible. Ideally, activities should be
rescheduled in their free float ranges, but it is usually not practical to provide
the data necessary to allow differentiation between free and interfering floats
during the progress of these frequent investigations.

If the above rescheduling cannot be accomplished within float ranges, then
activity rescheduling will cause project delays. The least unfavourable solution
should be sought on project priorities and the amount of delays necessary. If
equal amounts of delays in different projects are produced by alternative solutions,
the solution delaying the project with the lowest priority should be selected.
If unequal amounts of delay are involved, the delays should be weighted by
use of the priority values in arriving at the solution. For example, suppose that
Project A has a priority of 500 (based on a cost of $500 per day if it is delayed)
and Project B has a priority of 300. Suppose further that in order to resolve a
resource conflict Project A would have to be delayed one day or Project B could
be delayed two days. In this case it would appear more desirable to extend the
duration of the higher priority project, since 5001 is less than 300x2. Once
the least unfavourable solution involving rescheduling that causes project delays
has been determined, alternatives involving other measures should be considered.
These might, for example, require reprogramming of activities to change their
resource requirements or they might be decisions to alter resource availability
levels. The best solution that can be developed is finally applied, and then the
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next activity in order is considered; the scheduling process continues in this
manner.

The matter of interproject mobility of resource units should also be con-
sidered during the scheduling process, but formal rules are difficult to outline.
If there are costs associated with interproject shifting of resources, then these
costs should be determined in order to assist in scheduling decisions. In general,
if resource units will be required again on a particular project, an alternative to
shifting them to another project is to retain them where they are until they
can be used again. This may cause delays in other projects. If so, it becomes a
matter of whether the savings realized by not transferring the equipment to
and from the other project is greater than the cost of the delays caused. A difficulty
in reaching decisions on this matter is that it is not practical to look very far
ahead, since the scheduling of future activities has not been determined at the
time that a transfer of resource units is first considercd. The most effective ap-
proach is probably that of viewing the problem in retrospect. If an activity
requires resource units th:t were previously on that project but transferred to
other projects, it may be possible to reconsider and revise the scheduling that
has already been performed. As long as the time period to be reanalysed does
not extend very far back, it is often possible to develop an alternative scheduling
that will profitably eliminate certain resource transfers without resulting in
excessive rescheduling effort.

As scheduling progresses and project delays become necessary, these delay
amounts are listed on the worksheet as already described. In addition it is ad-
visable to keep a record of the specific activities and resources that were responsible
for each delay. This will permit a more intelligent analysis of the final results
and furnish better insight in determining whether certain resource levels should
be increased or whether certain portions of the programme should be repro-
grammed.

DISCUSSION OF A SAMPLE PROBLEM

A two-day workshop on “Multi-project Scheduling for Highway Pro-
grammes’ sponsored by the Automotive Safety Foundation was held in Wash-
ington, D.C., in December 1963. The programme was devoted primarily to a
discussion of methods for multi-project resource allocation and, in particular,
to two of the most sophisticated computer programmes available (both are
proprictary programmes of private organizations) for this purpose. A sample
problem was presented by a representative of the conference sponsor (Auto-
motive Safety Foundation, 1963). It involved a programme consisting of twelve
projects that could be performed concurrently, each of which used six different
resources drawn from a common pool. The resources consisted of 32 men in
professional and semi-professional classifications associated with the precon-
struction engineering cffort for the twelve projects. The classifications included
planning, traffic engincering, surveying, and highway design, and the projects
were typical highway projects. Each of the twelve projects had a different
priority. There was complete interproject mobility of resources. The resource

Tx
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restrictions were relatively tight, with limits of 2 units for two resources, 3 units
for another, and 4 units for anothc. The result was that programme duration
had to be extended considerably with relation to the duration of the longest
project in the programme, which was 48 days. This problem was submitted for
solution by each of the two computer programumes mentioned, and the results
were compared and analysed. One of the two programmes was able to schedule
the over-all programme in 96 days and did so without interrupting any activitics.
The other programme succeeded in scheduling the over-all programme in 88 days
and interrupted Y activitics.

The techniques proposed in this chapter were tested on this samnc sample
problem. On the one hand, the scheduling by the manual procedure required
a full day’s work. Probably the computer produced its solution in a matter
of minutes once the data were prepared and submitted to it. On the other hand,
the results of the manual procedure were better, and the effort appeared well
worth while. The prograinme was scheduled in 88 days without an interruption
in any activities; thus, the best results of the two computer programmes were
combined. Of greater importance, the priority requirements of the twelve
projects were much more fully satisfied, and the three top priofity projects
were not delayed at all. In one computer programme the top priority project
was delayed seven days; and the second priority project was delayed seven and
nine days, respectively, by the two computer programmes. In five of the twelve
projects the manual method met priority requirements better than either pro-
gramme; in two other: it was better than one and as good as the ocher; in one
it was the same as both; and in no case did it do as poorly as one of the two
programmes. The most important advantage of the manual solution was that
the person who performed the work gained a clear understanding of the problem
and the reason for the project delays. He probably could make much more
intelligent suggestions for improving programme scheduling with respect to
resource requirements than the person who could only study the final output
of the computer programmes. In practice, some of these proposed changes
would probably have been made in the early stages of schedule development.
Actually the manual procedurc in this casc was applied with unrealistic handi-
caps in order to compare its results with the other solutions. The only changes
permitted were rescheduling ones. Had a person with a knowledge of the work
to be performed been allowed to reprogramme certain activities or consider
any of the many other measures available besides simply rescheduling activities,
it is quite certain that the schedule could have been improved much further.

A fair question is whether a day’s effort or several days’ efforts are justified
to develop a schedule for any given programme. If computer capability does
not exist, the alternative appears to be the omission of advance programming
and the facing of problems as they arise. If this is the choice and if the programme
is one of importance, the benefits obtained by advance programming ought to
justify the effort required. If computer capability does exist, it is still probable
that 2 manual analysis will be worth while for a programme of importance.
Both methods of attack could be used and, indeed, ‘would prove useful in sup-
plementing one another.
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A programme involving industrial development is often of importance to
the national economy, will involve considerable expense and effort over a long
period ot time, and will require the commitment of scarce resources that could
be used for other worth-while purposes. Such programmes justify hard work
in programming both prior to their commencement and throughout their
implementation. If any method has a good probability of producing good
results even though it requires the expenditure of much time by a key member
of the programme management, the method should be applied. A scheduling
procedure permitting the maximum degree of judgement control while utilizing
network information and mechanics would appear to be such a method.




i
i

i
1

Chapter 7

COMBINING TIME-COST TRADE-OFFS AND
RESOURCE ALLOCATION

FEASIBILITY OF INDEPENDENT APPLICATIONS

Procedures for the application of time-cost trade-offs have been presented
in Chapter 4 and for resource allocation in Chapters5 and 6. These topics have
been treated independently. This is the general approach followed in other
treatments of these topics, and it implies that these are independent techniques
and can be applied separately. Is this true in a practical sense?

It would seem more feasible to apply resource-allocation analysis inde-
pendently than to apply time-cost trade-offs separately. Actually, most resource-
allocation applications involve certain time-cost trade-off decisions, at least
in the broad sense. Resource-availability limits must be established. Unless these
limits are determined by absolute maximums, which is almost impossible, they
involve a type of time~cost trade-off. The decision to use a particular limit is
a compromise between the cost of providing additional resource units and the
degree of restriction that is placea on the scheduling of activities requiring that
resource. The latter is almost invariably reflected in project time requirements.
Following establishment of resource limits, activities are scheduled to meet
them. As long as this scheduling is confined to float ranges, project duration is
not affected, but most of the other alternatives involve some form of time-cost
trade-off.

If project duration is extended becauvse of scheduling of activities beyond
their float ranges, this is a time-cost decision. Project duration has been increa-ed
to avoid the expense of increasing certain resource levels. Or conversely, if
resource levels are increased during resource-allocation procedures, this is a
decision that involves expense but either shortens the project duration or prevents
it from being increased. If activities are replanned to change their resource
requirements and duration, a cost is usually involved. The purpose of this is

~generally to influence project duration, so a time-cost trade-off is involved. In

Chapter 4, timecost trade-offs involved changes in the method of performace
of activities that affected their time and cost requirements and were applied in
a rather formal manner to produce changes in project duration. It is fair to
state that resource-allocation procedures can be applied independently of time-
cost trade-offs of this nature. If a broader definition is applied to time-cost trade-
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offs to include any measures that balance costs against changes in project dura-
tion, such as changes in resource-availability levels or in resource requirements
of activities, then resonrce-allocation procedures would be difficult to apply
independently of time-cost trade-offs.

Can time-cost trade-off methods be applicd without resource-allocation
analysis: This can be done, but in much the same way that an ostrich, according
to popular belief, hides its head in the sand to avoid danger. A programmer
can allow himsclf to be blind to existing conditions and take actions that seem
to offer a good solution but actually are very ineffective. Unless resource avail-
abilities are higher than any maximum requirements that might occur and
there are no expenses related to the variations in resource requircments with
respect to time, time-cost trade-offs cannot be realistically accomplished without
consideration of resource requirements. Any time-cost trade-off must of necessity
affect the duration of one or more activities. Whether resource requirements of
those activities are changed or not, the duration change will produce changes
in resource schedules. Practically any change in resource schedules must affect
costs. Changes in costs should be considered in establishing the cost slope on
which the time-cost trade-off is based. If they are not considered, the basic data
will be invalid and may lead to faulty conclusions. Some changes that would
be made may actually be impossible for lack of available resources. Hence,

time-cost trade-offs should not be applied independently of resource-allocation
analysis.

JOINT APPLICATION

Regardless of whether resource-allocation and time-cost trade-off proce-
dures can or cannot be applied independently, the use of both is desirable to pro-
duce a good project implementation plan and schedule. For example, a knowl-
edge of resource schedules is not only advisable in determining valid time-cost
trade-offs, but it opens up a whole new area of possibilities for additional fa-
vourable trade-offs. The knowledge of the existence of idle resources at specific
times permits changes to be proposed that utilize these idle resources. Such
changes may be possible to accomplish at zero or very low cost slopes. If a piece
of equipment is idle during a certain time period, it may be possible to use it in
the performance of activities scheduled during this time period to reduce their
costs even though such use could not be justified if the equipment were not
idle. Or, if men are idle during a given time period, it is often possible to employ
them on activities in progress even though the resulting crew sizes are larger than
the ideal sizes for maximum efficiency. In both cases performance times can
be reduced at little or no extra cost.

Resource-allocation procedures may require postponing critical activities
or scheduling non-critical activitics beyond their float ranges, particularly if
resource levels are difficult to satisfy. In either case, gaps in the critical path will
be created. If any critical activity (i.e., any activity that has zero total float)
is not scheduled at its earliest start time, its preceding activities will have float
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time and therefore cease to be critical. Then there will be no single critical path
across the entire project network. After extensive resource-allocation scheduling
there may be very few critical activitics remaining, in the sense in which critical
activitics have been defined so far. This has a rather drastic effect on the applica-
tion of the time-cost trade-off procedures outlined in Chapter 4, since those
procedures require the use of critica! activitics. Unless the defimtion of critical
activities is broadened, there may be little opportunity for the application of
time-cost trade-offs because of a lack of critical activities. If a critical activity
is considered to be any activity whose performance has a direct effect on project
completion, new opportunities for time-cost trade-ofts are presented. Tlose
activitics whose resource requirements cause the scheduling that produces the
gaps n the critical path can also be considered critical. Methods tor changing
their performance and resource requirements become effective measures for
changing project duration and thus many new time-cost trade-off possibilities
are introduced. Or, as pointed out earlier, the whole question of revising re-
source limits can be treated as a time-cost trade-off problem.

PROCEDURE FOR COMBINED APPLICATIONS

A joint application of resource allocation and timc-cost trade-offs has been
shown to be desirable. This joint application will require modifications of the
procedures already developed for independent applications. Therefore, it is
appropriate to conclude this publication with the following proposed procedure
for combining these techniques:

(1) Develop a project implementation plan and reduce it to a network
diagram. Attempt to minimize the amount of activity breakdown and detail
while arriving at a reasonably realistic representation of the project implementa-
tion plan. Base network relationships primarily on physical sequencing require-
ments and avoid sequencing based on resource restrictions unless the programmer
has no doubt concerning their necessity.

(%) Obtain time estimates for each activity in the network. It is desirable
that these estimates be based on those methods of performance that involve the
least direct costs. This will allow an orderly development of the time-cost curve
from a starting point at the “normal”” solution. (It is not essential that this starting
point be used. A “conventional estimate” starting point has also been proposed
(Fondahl, 1962) when actual performance is known to be required in considerably
less time than “normal” performance.)

(3) Perform the basic scheduling; calculations to provide earliest and latest
start and finish dates and a knowledge of critical activities.

(4) Establish a cost figure that represents the value per time unit of any
reductions in project duration. This will serve as a standard in determining
whether proposed time-cost trade-offs should be made. Then perform any
time-cost trade-offs that can be accomplished at zero cost or at low cost slopes
relative to the limiting figure just established. After critical activities have been
identified, it is often possible to expedite them by more detailed planning or
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to break them down. further to allow additional overlapping in their performance,
all with little or no cost increase. It is not necessary to develop cither normal
cost data or crash time and cost data for any of the activities. Decisions can be
made solely on the basis of changes in time and cost of the critical 1ctivity being
considered and the resulting change in project duration. It is true that these
time~cost trade-offs will be made blindly with respect to the effects on resource
schedules that have not yet been developed. Once resource schedules have been
developed, time-cost trade-offs involving analysis of the cntire network will
requirc excessive data-handling to revise those schedules. If time-cost trade-offs
arc made at this stage of the procedure and are limited to those involving low
cost slopes, they will probably still be justified after the additional opportunities
turnished by a knowledge of resource schedules are known. Morcover, those
changes that will prove incffective owing to unfavourable resource demands
can be reversed later, and generally the cost can be recovered by the “scll-back”
of the time.

(5) Develop resource schedules for selected resources that are known to
be scarce or expensive or which seem to be needed in such quantity in relation
to their availability levels that they are likely to create problems.

(6) Examine the resulting resource schedules and the project duration for
over-all reasonableness. It is to be expected that resource schedules can be i
proved by measures to be taken and, if resource restrictions are not unduly severe,
that project duration can be decreased by additional expendiures. If the cxisting
results are so poor as to indicate that the basic implementation plan is probably
not workable and that major reprograinming is advisable, it is desirable to
accomplish this before further detailed analysis 15 undertaken.

(7) The procedurc from this point will depend on the severity of resource
restrictions and the complexity and duration of the project. Assume a difficult
situation involving low resource availability limits and a complex project
extending over a considerable period of time.

(8) Working with the entire network, attempt to develop solutions for
climinating resource peak requirements that are well above availability limits.
Owing to the amount of data involved, such solutions will be largely limited
to rescheduling within free float ranges or in interfering float ranges where
chains of affected activities are short, or to other measures that have limited
chain effects. Further time-cost trade-off analysis is generally not practical owing
to the amount of data that would have to be updated.

(9) Establish the resource-availability limits for further detailed levelling.

(10) Develop a subnetwork for the initial portion of the project using the
dateline cut-off method. Use a time period for the subnetwork that produces
a small enough network (after some further expansion if a more detailcd break-
down is advantageous and after the addition of any other resources that deserve
consideration also) to allow practicil application of time-cost trade-off and
resource-allocation techniques. Do not use a longer time period ahead than that
which warrants detailed programming,

(11) Apply the procedures for Case Il discussed in Chapter 5 to develop
a schedule that mects resource-availability limits. Whenever conflicts arise thac
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would require project extension, consider the application of time-cost trade-oft
mecasures, such as replanning activities to reduce resource requirements, expediting
activities to avoid concurrent performance that produces resource conflicts, or
changing the resource limits.

(12) Having developed a schedule for the subnetwork activities that meets
resource restrictions, attempt to develop further time-cost trade-offs that appear
to shorten project duration. Whether they actually do so will depend on the
ability to solve resource problems in subsequent subnetworks. It is possible
that some expenditure will be made usclessly; but they will produce opportunitics
for project-expediting, and most of these opportunities will probably lead to
successful results. In making time-cost tradc-offs, take advantage of the periods
when idle resources are available. This will offer additional time-cost trade-off
opportunities and will provide chances to level resource use.

(13) Investigate any other changes that will help to level resource require-
ments. Since variations in these requirements, even though they are below
availability limits, generally represent expenses, smoothing these curves is an
effective cost-reduction measure.

(14) As work progresses during the subnetwork period, kecp the time
schedule and the resource schedules updated and continue to work on them.
Reprogramme the work whenever changes make it necessary to do so, when new
opportunities develop or increased knowledge of project conditions is gained,
or whenever time can be devoted to further detailed analysis. Begin develop-
ment of the following subnetwork well before the work covered by the current
subnetwork is completed.

(15) Whenever there is reason to believe that changes in the subnetwork
may have produced major effects on the over-all time or resource schedules,
another general analysis of the remaining over-all plan, as in steps 3 to 9, should
be performed.

It should be emphasized that the techniques proposed in this publication
have been offered as reasonably simple, non-computer procedures that can be

sed at the project level. Problems that are considered complex and difficult
to solve even with large capacity computers have been the primary subject
matter of this publication. The methods developed are not sophisticated mathe-
matically, and it is not claimed that they will produce optimum solutions. They
depend to a considerable extent upon the application of the knowledge and
judgement of the user. It is believed that the ability to apply this judgement
throughout the application of the procedures will often provide better solutions
than more formal, mathematically oriented techniques. Finally, these procedures
are not intended for use only during the original programming stage of the
project. The principal reason for attempting to make them project-level tools,
and for believing that they can be truly effective, is that they are expected to
be used for continual updating and reanalysis throughout the performance of
the project; they are truly dynamic tools and must be used in this manner.
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