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1.  meerosucTIon

T™e following are bdrief lecture notes on the "Application of Systems
Analysie to Industrial Project Implementation in Develnping Countries"” . which
is ome of the components of the Training Workshops on Project Implementation
being organised by UNIDO. The notes should be used in conjunction with other
treining and refersnce material related to both the basic network techniques,
and on oritioal resouroe scheduling.

The notes discuss briefly m.d in & rather simple way, cost-duration
snalysis or time-cost trade-off, the general systems approach, and management
information systeme as applied to the implementation of an industrial project,
with special reference to the problems encountered in developing nations. As
regerds cost-duration amalysis it is recommended that in addition to these
lecture notes, ohapter 4 of the documemt "Procedures for Programming and Cumtrol
of Project Implementation in Developing Countries” will also be considered.
This document is reference number one of the list of training and reference
material mentioned adove.

1/ These notes have besn preparec by D¥. N.I. Dessouky of the University of
‘fmuu. ocomsultamt to UNIDO.




2, NETWORK ANALYTIS

Network analys s as applied to project implementation may bs used to

find answers to the foliowing kinds of jquortions:

1. What-is type:
Dxamples are, "Wha' ir the :vpected duration of the project™
and "What 1s the critical path'" The answer to which may be
obtained through CPI' and PTNT techniques. The statements
provided are generally prediciive statements.

2, What-if type:-
An example 15, "What will the effect on total project duration be
if the estimate of ‘he duration of some activity was too low, or
too high"™ Answers tc such questions may be obtained by mm
analysis, and again the statements are generslly of a predioctive
type.

3. What-ought-we-do type:
Questions of this sort are raised when choice 16 possible from ameng
a set of alternative courses cf action, Suppose that it is possible
to select the duration of = particular activity from anong different
possibilities, at higher costs for shorter durations, It is
meaningful in this situation to ask the question, '"Which duratiom
ought we choose for this particular activity, so that the total
project duration ie minimiced, and a certain budget is not exceeded"”
An answer to this question 3 a choice from arong the set of
alternative sections, or a decisiomn.

The question raised in the last paragraph ie typical of those directed to
analyse the relationship of the project duration to its cost, or "cost-duration
analysis". Only by investigating as wide a range of altermatives as possidle,
within acceptable limits of time, cost and effort, can scomomiosl progremmes
be set up for the implementation of industrial projects, amd cost-duretion
analysis is one of the most effective tools for such progremming.




COBT-DURATION ANALYSIS
).} Introduction

Cost-duration asalysis of projects aims at detemining the relation-
ship between the project durati-n ani ites cost, 1f reductions in the
project duration are possible through added costs. The analysis 1s
concemed with the minimum add:tional prcject cost to achieve feasible
reductions in duration. This assumes that it s possitle to condense

the total project duration, through the shortening of some of ;ts
activities.

Two types of costs are to be observed:

(@) Direct costs: Those project costs which can be directly
charged (imputed) to a& specifioc activity,

(b) Indirect costs: Costs which camnot be directly charged to
|y specific activity, but are shared by more than me.

Bamplee:

Direct Costs Indirect Costs
Naterial amd Mquipsemt Comnexion to machine Compressor for

to be imstalled; com- vacuum cleaning

sumed tools. machines and floors

(Naterial completely (Material shared by
used or comsumed in aore than one

the activity) activity)

Labour Construction workers Supervisors, engi-
(o.g. masons, neers, etc.
welders, eoto.)

Services subcontrecting for Subcomtrecting for

speoific activities supporting activi-
ties such as food
services for workers
eto.
bmmuummmofuumt costs which are incurred by
she project as & whole. The ®ost important of these are the ocosts resulting

fren o doley in the oompletion of the project.  Typioal delay costs are:
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(a) Penalty for lelay (or loss of rewards for accelerated
completion).

b} Tied-.p capital and resourcec.

) Lost productior “r profit.

)} Lost market “pprrtuni*es

oasing conslractioan coote,

} lost financing Oppr rtunities.

J Goodt will,

' Gocial costar telays in other projects; threat to national
security or prestige, delayv i1n providing employmemt opportunities,

-~
w L

In addition tr delas, a project is subject to other costs arising

from bad impiementatinn of specifications, “xamples of such costs are:

(a) Costs of correcting errors: material, labour, overheaed.

(t) comst of delay 1.e t- corrections (examples of which are listed
above .

(c) Increase ir main‘enance costs due to srronecus building
comstructinn or faulty equipment erectionm.

(d) Production losses due to same reasons.

(a) Good will,

In any particular project, the costs incurred may b2 only some of
those listed above, perhaps in addition to some others not mentianed hewe.
The costs to be takem into account depsnd on the party for which the oosts
are calculated, whether it be & :ontractor implementing the project for
smother company which will operate it, the company operating the projest,
or a company establishing the industrial project and them opereting it.

As the implementation of the project is accelerated, a higher righ

of bad quality is faced, but rewards for speedy completion (the nagative
of the costs of delay) hecome available.

In cost-duration analysis, direct and indirect costs are treated
separately. Direct costa temd tc increase as the project Guretiem i3
reduced, while indireoct costs increase with project duretion. The tetal
of the two costs tends to have a minisus value similar to the one shewm
in Figure 1.
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The cost-duretion problem may be posed in the form of one of two
Questions:

(a) What is the minimus cost to reach a specific project duration
(which may be the sinims duretiom)’
(») What is the optimus project durntion”

T™he anower %0 the firet quection requires the etudy of the project
direst conts as they are related to ite duration, since the indirect costs,
Wiieh are mostly related to the total projeot duration are fixed. The
Sover to the seoand questicn requires oameidering the total of direct and

indivect cests st every possidle auretion, mad selecting that duratiom for
whish the total ie ainimwe.

It ie apparent that a project direot-cost-duration anslysis is to de
mmuwummmammm. A simpls
teshnique for pwrforaing Whis malysis is presmted below,




1.2 Direct Cost-Duration A.r.a_llsm

Suppese we define the normal duration of an activity as the sinimum
time for completing the activity at the minimum direct coet poseible.
Alse define the crash luration of an activity as the minimum time for
completing 1t * any “ogt Any extenscion ~f an artivity bayond its norssl
time without any redu.lion in cust 18 ot no 1nterest to us since this is

merelvy a refle~tion of anetfic.ency.

An assumption wiil te maiv here about the relationship between the
cost and the {uration ~f ail activities in the project between their normal
and crash durations, 11 oraer that the simplified analysis presented hers
be wvalid. ™e agsumption 1s that 1t 18 poasible to plan the duration of
any activits for any iength between the twc oxtremes, and that the
increment in the 1irect cost at that length abrve that at the nommal
iuretion varies in proportion to the reduction in time from the normal
duration. Theref~re, 1t the iwtlivity normal duration 1is t, at a direct
cost 'Z“, 1ts crash duration 1is t? at a direct cost CQ, and its duratiom

at some pcirt ir letweer is t, at a direct cost C}, the following relatiom-

ship exists:

L= Cy mo

t1-22

where ¢ is the direct cost aslope of the activity in unite of money per
unit of time and 1t represents the rate at which coet increases as the
activity length decreases. it is computed from the left hand eide of the
equation by dividing the differerce in coste by the difference in times ot
the crash and normal durations of the activity, From the squation above

the cost at duratiom t. is equal to

2

C2-C1+c(t1-t

and since C1 and c are constants, the equation is teswed lineswr. In other
worde, we are dealing with linear cost-duretion relationshipe for the
sctivities. The following Figure 2 illustrates this poimt:

2)
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F e 2, 4 Linear Cost-Duration lielationshi
or ap Activ

Suppose that we start with an activity network which represents a

project, with the time on each activity representing 1ts normal duration.
The oritical path (or paths) in the network could be determined snd alsc
the total normal project duration. Also, since we ar- basically interested
in inoremental costs, that i1s, direct costs over an. ~ve those at the
noreal durstion, we may indicate that we are starting «ith incremental

(or marginal) direct coste of zero for th- normal durations.

It is clear that in order to reduce the total lemgth >f the project
from any given length, 1t will be required to reduce each critical path of
the astwork by an amount equal to the desired reduction, uniess a new
suboritioal path(s) becomes critical, as a result of the reductions, 1in
whioh case the new path(s) will have to be reduced by the appropriante
amount. Therefore, in order to conduct a coet-duration analysis for the
whole project between its normal duration and its crash duration, we start
from the nomal duratiom of the project, and reducc the existing critical
poths simultaneously until o new e becames criticai, and them the new
set is reduced simultamecusly until more sritical paths are added to it and
80 n. The prodlem at every step ie to select a set of activities such
that when reduced simultenecusly by ome time unit, the project length will
be reduced Wy ome time umit. Muutqvhodlodlw.




At every step, 1t will then be required to find the minimum reduction

set which 18 the reduction set for whioh the tntal of the cost slopes 18

minimum. e procedure to te tnllowed here will te to determine the
minimum red.ction set after each reduction, and reduce each activity in
that set by an amount' equal to 1e maximu Amount the set could ba reduced
without either causing 1 new path to e critical or exceeding the sllowable
reduction 1in any activity in the get, This procedure, although in mny
cases yields an ¢ptimum solution At every step of tine reduction, will

not guarantee such an optamum ™is is 80 because sometimes an activity

which hae teen previously reduced may at some later stage be available for l
1ncrease ac a result ¢f 1ts becaming a float activity after some reduction.
The procedure described above will not allow for uuch increase, but

improvements on the technijue are possible and will be described later.

The procedure if repeated until the crash durstion is achieved, or at

least until the specified reduction (if any) is reached,

In the following Figure s, the activity-on-node network represents a
simplified project with ali critical path calculations at the norsal
durations of the activities. the divided box btelow the network shows the

meaning of the figures in the cells of each box, or ncde, representing an

activity. The inter.retation of the symbols ias given below the box.




3.3 Hxsmple
(5)(2)
0 1 {10

o T} | I
0o 1c &10 '
I“ ..

0

(/8 _ .

- ———

B 4 15
I i T

17
3

- -

aotivity number t = ite normal duration
sarliest start EF o earliest finish
latest start LF « latest finish
saxisum possidble reduction

norwmal duratiom-orash duration

cost slope

total activity float (slack)

THEERL
2 8 8 9 8 8 0

ahf\
L
—r

figure 3

It {s olear that the project normal duration is 18 and that the
eritioal path is 1-3. 1In order to reduce the length of the project eme
sotivity .on that path will have to be reduced. Since activity 3 has the
smaller cost slope, 1, we choose to reduce it first. (In other words the
minisum reduction set at this step is sotivity 3). The maximum reduction
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of this activity in one step 18 the smaller of its maxisum available
reduction ani the float in the other path. Since its saxisus reduoction ie
2 and the float ir the other path is ), we reduce activity } by 2 wmite of
time and thue reduce the total project by 2 units of time. Ve then
recalculate the float in all activities. For sotivities 2 snd 4, the

float vecomes i.

Iu the second ntep we reduce activity 1 at a cost slope of 2.
Although. the maximum reduction for this activity is 5, we oan reduce it
orly ty one unit of time since the float in the other path ie 1. After
this step the {loat in the other path is completely absorbed and we have
now two critical patha. The problem 13 to choose, in addition to sotivity
1, whick has now 4 time units available for reduction, another activity
from the second path, in order to form a minimum reduction set. Since
activity 2 has the omaller cost slope, 3, it is selected for a reduction
With activity 1 of one time unit, its maximum reduction. The total cost
slope of this reductian step iv 2 + 3 = &, the sum of the corts slopes of
activity 1 and ?, the members of the reluction met, Activity 1 has now

3 maximun rduction of 3 units and activity 2 has no potential for further
reduction.

The final step is to reduce activities . and 4 for a maximum of 2
time units, the maximum reduction of activity 4, which is smaller than that
for 1.

A summary of the reductions ir given in Table 1 below, shd the coste
duration relationship is depicted in the following Pigure 4.

Table 1

Summary: Direct Cost-Duration Caloulatione

Total
Maximum Addit-
Neduction Reduction Total iomal
Step Set Cost Slope at Step Reduotion Cost
1 3 2 2 2
2 1 1 3 4
3 1,2 243 =5 1 4 9
4 : 1,4 244 = 6 2 6 2
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It is t0 be notioced that as the reduction increases, the cost slope
tends to increase. This is a result of the linearity i» activity oost
slopes whioh was assumed befors.

It will be noted that the choice of the minimum reduction set in this
predlen was very easy beceuse of the small sise of the network and due to
the indepsndence of its paths. In more complex problems several combinations
of sotivities would have to be tried in order to find the minimum reducticn
sot.

Although this procedure will not guarentee a miniswm cost solution at
my step wmoept the firet and the last, improvements on an unoptimum
selution oen b mads Wy detecting smy float activities whioh have beem
proviowsly reduced. Buch aotivities may % inoreased in duration wmtil
thay booeny a0 lamger with floas, or until ihey reaoh their original lemgth,
vhichever oemes firet, with & resulting reduction in cost.
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Due to the complexity of cost-duration analysis of large aotivity
networke, the use of computers often becomes more economioal in performing
cost-duration analysis, Soveral computer programmes have been devised for
the solution of this problem for linear activity cost-duration curves. A
computer progran;me has been deviied at the Univers.ty of Illinois, Urbama,
Illinois which is very afficient in solving the problem for lincar cost

/
relationships, but which 13 also adaptable to solve the nonlinear case.~

There are, however, come methods for simplifying a complex network for
the purpose of cost-duration analysis, whioh would make them more amensble

to hand methods of calculation.

3.4 Network Simplification

Two methods of eimplification may be used for a complex network:

A, Simplification by eliminatiomn

This is more important because it leads to the elimination from
the network of most of those activities whose float is eo large that
even when the project is completely crashed, no reduction would be

necessary in thom. The procedure is as follows:

(a) Use crash activity durations, and conduct forward compute-
tions to determine the earliest start and ﬂnuh‘u-u of
the aotivities and the total project duration. This ims
actually the minimum or crash project completion time.

(v) ™mforoe the crash project completion time on the network as
its latest finish of the last activity, use normal durstions
in order to compute the latest finish and start times of the
sctivities,

(c) Compute the float of each activity by subtracting its
esrliest start time caloulated in step (a) from its latest
start time caloulated in step (b). Some of the flosts will
be negative; these indicate sctivities whose float will

The programme has been developed vy ©.J. Dunne and Nohamed I. Dessouky,
partasent of Nechanical and Industrial Engineering. .
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probably be absorbed beforc the proiect reaches its maximum
reduotiun. i

(d) T™e activities whose float is serc or positive may be eliminated
from the analysis since they are activities which will never have
to be reduced for wny project reduct on.

This procedure will eliminate most, but not all, the activities
which are irrelevant to the analysis.

3. Simplification by grouping:

Activities which form a subproject within the project may be
grouped together, and a composite cost-duration curve may be constructed
for them so that they can he represented in the network as one activity.
A subproject 18 a group of activities such that all activity outside
the group precedes (not necessarily impediately) any activity in the
group it will precede all others and any activity outside the group
suocceeding (not necessarily immediately) any sctivity in the group it
will succeed all others. There are two types of subpro jects and
cambdbinations of the two types. The twe tyles are

(a) Aotivities in series (Figure 5):
ST Tk

Activities in Series

Figure 5

Note that no other activ.ty precedes 2 or } but the ones in the
eroup, md no sctivity succeeds 1 or 2 but the cmes in the group. The
thres activities may be ocombined into ons and a composite cost function
is oonstruoted for them whioh uses the minimum cost slope for the first
reduction end "hen the ome next to it and 8o on until all reductions
in all sotivities ia the group are used. The maximus reduction of
the group is them the total of the maximum reductions of its members.
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(b) Activities in Parallel (Mgure 6):

Activities in Parallel

®gure 6
Activities 1, 2 and } are in parellel, A composite ocost
cost function may be constructed for them by sdding their ocost
slopes for any particular reduction. The saximum reduwotiom of
this set is the minimum of their maximum reductiom.

4. SYSTEMS ANALYSIS

4.1 What is a System?
A system has the following characteristice:
(s) It is a collection of elements

(v) which are interrelated
(¢) end serve a fumction.

In this oategory will fall vlanetary systems, sachine aystems amd

orgenisations. We are, however, interested in a systes which in additim

to the above:
(4) has an objective to attain.
Therefore our interest lies in those systeme wvhioh inoclude the Maws
elment. An organisstion, as well as a projeet, £111 all the four require~
sents for cur definition of the system,

A system may be partitioned into subsystems, each omsieting of &

nusber of the original slememte, or ceamponemts. Om the other hand, o
system may itself be a compoment amwnadswm-‘ ” .

[ A
o

x

#
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Por exmmple, the fuel system of an automobile is a subsystem of 1te engine
which is a subsystem of the ~utomobile, The automobile 1tself may be
considered a component in the system of traffic on a street which itself may
be a component in a transportation network.

4.2 The "Sg’.-" _Aﬂroach

The "gystem” or "total system' approach is a way of problem—sclving
which came to the forefront scientific and technological progress in the
1960's. Basically, the approach requires the analysic of problems from all
angles relevant to it, whethor this problem dealt with the structure of an
organisation, (or some other social unit) or the processes being performed
by tho organisation (or social unit).

4.3 Wny the System Approach to Project Implesentation”

The complexity of the process of implementation of projects, most
notably industrial projects, is emphasized by several of their cnaracteristics.

(a) They involve a large number of distinct activities, which are
interrelated both sequence-wise and resource-wise.

(v) They require the deployment of a multitude of resources,
human, financial and material.

The decisions involved in planning anl controlling the implementation
of sa industrial project involve a wide variety of questions such as
plamning the sequence of activities, setting up the achedule of implementation.
seking an appropriate distribution of the resources over the activities
sssuming that the ocapacity of the resources is not exceeded by the iemand
on them, selecting appropriate equipment, processes and methods of implemen-
tation, mnd coordinating the efforts of many pecple ani agencies.

Mis process of decision-meking for industiial project implementation
beoomes neve diffieult in develop.ag countries as a result of the scarceness
of reswuress, the lower officimcy of personnel amd the lomger delivery
times of goods and services. In addition, the problem is further compli-
cated bty the lask f smpagerial experiemnce, the scarcity of technical skills,
md the abosnoe of the reguired indwasirial base, Furthermore, in most
doveloping comtries m industrial projeoct is a part of am induatrial plam
consisting of swwveral industrial projects. This implies that coordinatiom
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for the utilization of availabla resources is required not only within the
same project, but also among different projects. The process of ocoordi~
nat on quite often involves scarce national resources for which ths

government needs to make important decisions.

The system approach and tl: different techniques of systeas analysis
can be very useful to planners, implementors and evaluators of projeots md
groups of projects in industrial organizations and governments of developing
countries, They provide the managers and their staffs with tools which
make them able to have a bird’s-eye-view of the total undertaking and to

ccordinate the various factors operating on it.

4.4 Uses of Systems Analysis

T4 is worthwhile at this point to distinguish betweem two types of
studies; strategic and tactical. The two types differ in several respects:

(a) In scope: strategy studies are broader. They involve wider
territory and serve the needs of higher officials.

(b) In range: Stratogy studies tend to involve longer-range plams.
The consequencce of the decisions or decisions recommended by
the study gencrally extend over a longer time horison.

(¢) In end-orientation: 3trategy studies tend to be more involved
with problems of formulating organisational objectives and
policies rather than of finding means of reaching the objectives
and making operational decisions,

(d) In weight: The impact of strategy decisions on the system as &
whole is generally more pronounced in terms of memey, risks,
change, etc.

Systems snalyeis 15 most useful when applied to stretegy probiems.
Cost-duration analysis and critical resource allooation of mjm netvorks
are eaxamples of techniques applicable to the study of strategy mblﬂl of
industrial projeot implementation.
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4.5 Wpat is the Ystew

This is & very important question to be acked at the outset of any
systeme analysis study. As applied to industrial project implementation
the systea may be:

(a) A single project.

(v) A group of projects.

(e) An ongoing orgenization (a government agency, a part of s large
corporation, stc.) imvolved in the implememtation of industrial
projects.

A sysiem may be looked at with an emphanis on the relationship between
its imputs (resources) and outputs (objectives), or with an emphasis on the
relationship between its oomponents (controllabls variabies), and environment
(umoentrollable variables). Dus to the need to incorporste these two
points of view in any aystems analysis study, the description of the systems
we are dealing with will te made in connexzion with their: (a) objectives,
(b) components, (c) enviromment, (d) rescurces, and (e) managemont. The
last aspect of the system is the one that coordinates the interactions of all
others. A comparisom of what these aspects look like for two typas of
aystes - a projesct and an organisation, is given in Table 2 below, It
will be noted that by studying an organisation which implemer'ts industrial
projects as & total system, we have defined & system whioh is in command
of more resources, sany of which are long-lasting. For example, wvhoress
the sanagement of a separste project may have to rent a piece of equipment
for oemstruction, an organisation in charge of project implementation may
owm suoch squipment and thus have .ore comtrol over its use. Also, by being
in charge of eeversl projects running simultsmeocusly, the management of o
OONpERY will hawe a greater flexidility in alloceting its resources,

. Waile it is possible to define tho elements of & project as its
aotivities, & oomplete desoription of the pro,)o?t 48 & eystem requires the
inolusten of other aspects involved with implementation such as the funotioms
performed and the resources to perfors them.
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In fact ane of the most difficult problems facing n systams analyst
is to define the boundaries of his systems, in other words, the dividing
lins between the system proper {containing th: componente! and the cnviron-
ment. The faotors affecting rich a definition are:

() Position of client (of systems analyst): the higher the
position of the client, the broader the definition of the
systea,

Degres of interaction between varinbles immediately under

the oliemt's control and those sutside of 1t. The higher the
degres of interaction the more tondency toward including those
variatles beyond his immediate control and attempting to
\afluence them, at least partially.

Not all variables under the client's oontrol are included in
ths system desoription nor all of those outside of his control
aad influencing the systeam are included in the description of
the eaviromaent Only those which show somc relevance to the
prodlen at hand, expressed in the form of the objeciives to be
pureued. Parametric analysis could be used to test the
respense of the objectives to changes in the controllable
variables and sensitivity analysis to test its semeitivity to
variations in the unocontrollable variables. PFor example, a
simple test may be conducted to investigate whethar the project
oampletion time will de affected by changes in the level of a
specific resourcs. If the answar ir negative, the resourcs may
be disregarded from the amalysis.

(¢) e sdility of the systems analyst also influences the scope of
the problem he should tackle.

46 Dtisime in Srstes

Decisians are made in all stages of design and operetion of systems.
Sush decisiens may be strategio or tactical. The distinction between ths
two was disowseed earlier. To swm up, & stretegic decision defines
gmeral policies and long-renge plems, vhils tactical decisions relats




to shart-range plons, dctailed operational plane, AR? si.gui-modifications

in the original plan, In other words, = strategic decision defines the
iircciion and broad limite »f movemont and action, while tactical decisions
aefine the actual liacs of move ot Wi1th respect ‘o project implementation
as - gystem, decisions arc frced when the initial implemontation plan is
madc, when the resources are allocated and whon si1tuations are met where
either modificatior.s in the plan are roquired or detailed decisions are to
be made. I+ 1z important at this stage ‘o distinguish between planning
decisions ant control iccisions, The first relates to the sctting up of
the initi1al plan of implementation including initial allocation of
resourc:s, and the lattor to the modificaticns and corrections in the initial
plan. The first typ. of decisions was discu. ted under resource allocation

and cost—duration analysis, the L:vter will be discussed in the next section.

A decision 15 thc choicc >f an alternative from among a feasible set

of alternatives, according to an acceptod criteriom.

The criterion of choicc is the meagure of achieving the goals amd

objectives of the systom, and some of thesc might be in conflioct.

As mentioned before, the factors operating on and in A system are
cither controllable or noncontrollable. A decision is a d.termination of
the values of somec of the controllable factors, whether these values are
expressed quantiatively or qualitatively. An ocxample of a quantitative
decision is that so much material X will bc allocated to activity Y during
a specified period of timc. A qualitative decision may be that a certain

team leader will bc changed to a more forceful one.

In order to make a decision, understanding must be established about
the relationships among the rclevant factors operating within amd outside
of the system which are rclevant to the m at hand, and between all
such factors and the decisiom criteria. Such relationships are desoridbed
by a model. This model may be a simple verbdal descriptiomn of the
relationships, or an olaborate mathematical model. In between, lies
several forms of models, graphical descriptions (wuoh as networks), solid
soale models (of buildings, airplanes, eotc.), and electrical cirouits.




Regardless of the form used, 1 modol 18 a simplithiod replion of the ab .ore
of study in the real world., In fact, every decision maker has 1omode)
of some sort in his mind while he makce his decielon, whethor ne 18 awarc

of 1t or not.

By virtuc of 1ta simplicity and economy, a modal ma: be adapted feor
exporimentation in a way which 18 impossible to 40 with the real sbject of
study. For example, 1t 1s poesiblc to teet the offecy of wa increase in
the length of onc activity an the completion date of a prorect through W
examination of thc network, while it 1s impossible to Ao that with the
project without actually comploting 1t.

A model may be used for oxperimentntion, in which case 1t 18 2
lil\d&ﬂg model, or in deriving an optimum molution, in which case it is
- ﬂgﬂuﬂg model, In simulation, the model i fod di1fferent values of
inputs ia order to observe their effect on the outputs, which are the goals
and objectives of the system. On the other hand, optimization requiros
precise mathematical definition of the objective functiom, or the decision
criteriom.

Techniqwe are available for finding optimum solutions for cost-
duration amalysis problems, while resource-allocation is largely done by
‘experimentation, with reference to heuristic methods, in which the problom
solver gains insights in the problem by tho successes and failures he
soets with, and thus improves his next trial for finding an appropriate
solution,

Optimisation techniques, simi.iation models and heuristic methods can
all be progremmed on electromic computers.

It should be asserted hore that since the best choice (deoision) is
no better than the best altoermative considered, threec olements are oxtremoly
important in a docision-making mechanism.

1. An eoffective informatiom system providing the required
information about the relevant variablos and their inter-
relationships. This subject will be discussed in the next
chapter.
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2. Ingenious and inventive decision-makors who probe now
possibilities for the sake of reaching new and better
altematives., If the process of cnumeration of altormatives
is to be programmcd (n n computer, for examplo) the
programme should provide for scanning as many as possible
of the feasible altornatives, and perhaps also gonerate now

ones.

3. A tool, technigue or mechanism for scarching for the best

alternative.

4.7 Cortrol in Systems

System control is the assurance that the system operates according
to plan. It implics the follow-up of the progress of operation and the
comparison between actual performance and planned perforwmance, and
correcting any deviations in tho light of tho objoctives to be attained.

The stepe neoded to a’minister effective control are:

1. Information collection and reporting of actual performance.
2. Comparison of actual and plannod performances; determination

o of deviations, if any.

X 3. Communicating deviations to thc decision-makers.

4, Decieion-making for correction of durations.

5. Communioating decisions to implementors.

6. Action by implementors

7. Result of action to appear,

:
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m ]= The Control Cxoh

Theus steps are often called, "The Control Cyole" and their
relationship to deviation from plan is shown in Figure 7 above,

Thus, oontrol involved the following three main activities:

1. Information collecticm and communication.
2. Devision.
3. Actiom.

A oamtrol system relies heavily om the supporting management
information system (MIS), whioh is the nervous syatem of the projoct or
orgmiisation under study. The main function of the MIS is to supply data
about actual performance to & menitoring (reviewing or checking) oentre
in the ocmntrol aystem, whioh makes the necescary comparison with the standard
porfaremnce, to foed ny orrors bagk to a control centre which mekes the
BOSNTY doutﬂni, md to commmiocate the decisions to action centres so
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that action ie initiated, Due to this movement backward of information
the control process in systems is often labelled "feedback oontrol", amd
is often portrayed with a diagram such as the ons shown below in

Figure 8.
Onvironment
i {Error Producing)
Action Control 4 Moni toring
- Centre @ T -~ Centre
Inputes - : o « Outputs . .
(Resources) '~ —— > System - fotual ~ ™ =P
x SRR ~ Performance “~

v s o

. . |

Control F
Decision Centre *

——— . et s o,

A Feedback Control Process
Figure 8

The decisions made in feedback control need not bs oorrective
decisions. The new information collected as the system operates in time
(in a project, as implementation proceeds) may be used to reach detailed
decisions (about resource allocation, scheduling, stc.) that oould not be
made as part of the overall implementation plan. In other words, comtro
involves making detailed, as well as corrective, decisions.

Feedback control becomes more complex when, as in the case of projec
implementation, there is a lag between the time arrors ocourring and
their oomplete correction., The problem becomes even more oomplicated if
errors 4o not occur in one direction. For example, if at the beginning
of implementation the efficiency of workers in the use of material is
observed to be lower than estimated, a possible action may be to inorease
future orders of materiil. But them it may be that by the time the
additional material is ordered and received, workers would have learned




how to eoonomise on the use of materials and consumption becomes drastically
less, with the result that large quantities of material are left unused.

In short, long lages result in larger deviations and higher costs of
ocorrection. The effects of 1-g may be reduced by reducing the lead time
of control (reducing the length of the control cycle), and by anticipating
errors and changes before they actually occur. The latter action requires
effective prediction and forecasting mechanisms, which can be a part of

the KIS,

Seversl methods can be resorted to in order tn reduce the control
oycls time: incressing the efficiency of the information 3ystem, placing
decision centres as close as possible to action centres, and programming
a8 many of the decisions as possibdle.

Decisions are made acoording to criteria, and as mentioned tefore,
the oriteria of project implementation are time, cost, quality and social
value. Performance standards are made against these criteria, and control
decisions are again guided by them. Control is required when deviation is
observed in the progress of the project (the time criterion), the expendi-
tures incurred (the cost criterion), and in the adherence to specifications
(the quality criterion). Dissatisfaction of workers, the public, the
government nay also reflect serious problems to be considered by the manage-
ment of the project (the social value criterion). Control may involve
taking action to ensure sdherence to the original performance standards,
or failing to do that, modifyins the original standards (e.g., revising
completion dates, btudgets, or specificatioms). This implies a higher
order of control, A still higher order is to possess the liberty o
change he basic oriteria of project implementation.

The thres oriteria for project implementation mentioned above; time,
ocost and quality, may require three different, but interrelated systems to
oomtrol, ‘Thus, there may oftem be sysiems for progress follow-up (similar
to preduction oomtrol in production aystems), oost oontrol, snd specifioation
ohecking (similar to quality comtrel),
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4.8 System Pvaluation

The basic difference between monitoring and evaluation is that the
latter is performed at considerably larger intervals than the forwmer, thus
allowing the management of the project enough time so thet the results of
their longer-range decisions are reflected on their performance. Thus,
evaluation is made against basic project criteria, while monitoring is

made against performance standards.

The above argument brings in the important question about how such
time should be allowed between evaluations of the system, in our case, the
project or the organization implementing projects. Defore answering this
question it is worthwhile to list four types of evaluatiom:

1. Periodical —— Which is conducted after equal periods of time,
at least a montk, but may be dome quarterly,
semisnnually or amnually,

2. Stage — To be performed at the completion of specifioc
stages of the project or all of it, or after the
accomplishment of certain stages of am industrial
plan. . g

3. Imergmncy -- Which is initiated by observations of serious
troubles in the completion of the project or YWy
indications of mis-sanagement or by complaints
from employees, contrectors, clients, govermment,
the public or any importamt person or group. This
may require & reassessment of the situation amd
the intryduction of drastic changes.

4. Surprise — Unexpeoted evalustion which is oonduoted for the 1
sake of assuring that records or ApPeaArances are
not given which do not refleot the real situatian;
for example, sudden visits to the project site.




Nanagement which relies on this sort of evaluation
probably c;untn as much on the threat of its
ocourrence as on the actual conducting of it to
motivete people to work. Such evaluation would
have more peychologioal effects than uses for
collecting factual information about the status
of the project.

The moet important types of evaluation are the periodic and the stage,
einoe informetion eystems can be deeigned to yield the appropriate kinds of
information at the time they are reguired.

The length of the evaluation period for periodical evaluation depends
on several factors:

1. The importance of the project, the more important 1t is the more
frequent evaluation is required.

2. The level of management to be evaluated, the higher the level,
the longer the period.

3. The probadility of ocourrence of deviations, the higher the
probability, the shorter the evaluation period,

The sanagement of a project should have full knowledge of the evalua-
tion oriteria. Not omly is this kmowledge helpful in the evaluation
process, tut it is of utmost velue as & guide to decision-meking for
better performence.

Baluation of subsystems of the total systems requires a definition
of what the subsy-tem is. A subsystem of the total project may be a
grouping of activities aocordiag to smy of the following oriteria:

(s) ey form a sulmetwork of parsllel amd/or series activities.
(v) They serve the same gemeral functien.

(o) They wtilise the same binds of yesources. -

(4) T form a distinct siage in the. projeot.
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nvaluation of a subsyetem of a project should be with referemoce to
the criteria of the whole project, or to some interwediary oriteria leading
to them.

5. MANAGPMTNT INFORMATION SYSTEMS

5.1 The Functions of a Mansgement Information System

In the literature of management information systems (NIS), a distimotion

is often made between data and information. There is no common agreement
about the distinction between the two, btut information is generally regerded
ae data organized for the purpose of particular usage. The most important
use of irnformation is decision. To borrow an analogy from a production
process, shown in Figire (%), which transforme raw material into work-im-
process to finished products, with storage points in between, am NI3
collects data, stores them, rrganises them into information, whioh is either
stored or transferred (nr both), for further use in decision-making.
Decisions are then transformed into inetructions which are commmiocated to
the appropriate people.

s T o T o T o

A Production Process

e I sy o BT

) An Information Procese

7t Jtorage point

Bet Produc and Inf s

‘Pigure 8




Ia amy particular production system, it will be noticed that the flow
of inforwmeation moves in the opposite direction to that of material.

Buch as a production process is designed around its final products, an
information system should be designed around the ‘inal decisions tc be made
through the system. Knowing the kinds of decisions tn be made, the infor-
aation needed for them is orgenited for data which the syetem should be
designed to collect. Many of the existing systems work in the npposite
direction, they start with whatever data they have, and make the best ~ut
of them. Or else, they collec o large mass of data without particular
regard to their use.

A very isportant fuaction of an MIT is control. By fellowing-up the
syetems performance, comparing it with planned performance (which is stered
information) and providiag the necessary information about the system
resources and oonstraints ppoper control decisions can be made.

5.2 The KIS of Industrial Project Inplementation

An example will te provided to show how an MI3 could be effectively
used to comtrol project implementation. Suppose that the budgeted expendi-
tures of a precject, bused upon given schedule of implementation, is that
given by ourve A in Pigure 9 btelov. The planned project durstion ie T
wnite of time. uppose that after the elapse of some period of time t,

the actual expenditure was given by some point Q instead of P, A super-

fiocial glamoce sight convey the . ipression that there has been scme cost
saving in the project implementation.




Gt

& b t
; Cost |~ = mommTems o c mmmos e SSSmeTIT A fotal Cost
¢ ‘ . 7 | Overrum
l ! 1/ ‘
e+ — e = — - ? ~ -4 _
- 0
' A . ,-f""( i !
; 1 ~ 4 |
; | P . : |
' -~ B ‘/‘ ” : cm 3
. t ted diture
. . “ ¢ B1 Aotual iture
‘ Q. e C: Adjusted od
k ! ) Sxpendi ture
e ¢ o
b & iy =
, / .. " .
D S ‘e P
: Figure 9. Cost-Control Curve o e

Tis view would be sspecially held if the cost informetion is not coupled

i witi.. progress informstion. A proper NIS tias the ‘two together so that in
addition to furnishing data about the sctual expemditures on a project, it

: provides a report on what the expemditurs should have been, based on acjual
progress in implementatisn. Suppose that peint I oo the ourve represents
the revised or adjusted budgeted expenditure based upon actual implementatiom.
Now, instead of finding a cost saving in implementation suggested by the
difference in coets between A snd B, there is sctually an expemditure over-
run given by the differencs in costs between B and c. This oost overrun has
been hidden by the slow progress in implementation giveam by the difference in
time between points R and R', the latter being obtained by extending & Beri-
§ sontal line from R to meet curvs A.

If ourves B and C represent the values, over all the period of imple-
mentation, of actual expemditurs and adjusted budgetéd sxpenditure respectively,
the two will end st time T', the sotual project duratiom, with B ending ot
point X and C at point Y. The total delay in the projeot is givem L 4
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P . T, snd the cost overrumn is given by the difference in costs between
points X snd Y.

It should be remembered that the costs here do not represent cash
flows, but usages of other pro sxt resources such as material, labour and
equipment. Cash could be disbursed before or after the activity.

5.3 The Project M5 and the System Structure

The NIS of a project is tailored around the following ~onsiderations:

1. Planning and cuntrol decisions and evaluations to be
made.
2. The system hierarchies.

The first oonsideration has been mentioned and slightly diacussed.
The second is alec important because it furnishes a general constraint on
the way data are organiged into information. It will have to be reasmbered
that decisions are made at several levels in the organisation, and that
data are usually collected from the field, at a lower level 1in the organi-
sation. These data are organized for a higher level, which condenses 1t
to some degree for a still higher level, and so on.

Again, since the organisation of the forwme and the files must bde
oriented to the ultimate use of the information, such orgmmisation will
depend upon whether information 18 needed about all the resources needed
for a certsin activity, or abovt all the activities using the same resource.
Here the smalogy with a production system is obvious, information may be
needed about the costs inocurred in a cost oentre, or about all the costs
incurred by a partic..lar job.

The knowledge of all expected umes of information will help in
douigning the forms, the files and the flow of information. Such flow
should allow for minimum delay in comveying information to where it should
@e, md should provide for n sufficient ospacity to process the information
quickly and efficiemntly. A most important tool to perform this funotiom
is electrenic computors. Eleotronic Data Processing (IDP) helps in




organising the dats, updating it, prooessing it, md providing the reguired
outputs all at high speed and large capacity. Desides, it ocen aeist ia
decision-making by computing optimum solutioms to decisien prebdlems,
simulating the system and conducting sensitivity amalysis and paremetrio
analysis, However, since the cost of WP equipsent amd progremmes ie

usually high, it has to be justified in terms of use before they are prooured.
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