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Quality control in indusiry leads to tables and numerj
cal data whose figures are not identical but normally present vg
riations 1ndependent of any disadjustment of production mechanism.
The unesvoidable variability of proceusing can be atributed to mul
tiple factours which should be considered to be of a random nature
except when vallations can be alscribed to one o1l more systiematic
causes.

The characteristics of a product are dspendent on a great
deal of factors: machinery (tipe, speed, rondition) raw mateilal,
manpower, geoeral conditions of work, etc. In spite of care to
keep these factors uniform, this 1is only achieved in an imperfect
manner, Thie results in the characteristic of the product presen—
ting deviations with resoect to desired mean values,

A process is under "control® when those deviations, which
are random in their nature, fall between set limits and, within
this interval, they distribute folliowing a glven law. (Generally
the noimal or Lauss's law accounts for these accidental variatilons
between products pruduced under ident:al conditions, According to
the degrev of development of a technigue, tin r+ lative distribution
curve of a character can be more or less wice. Whon Lausslan, it
is defined by the mean {(«entral value, anu the amplitude (21 range)
or the standard deviation (variability index}),

In this way ar 1industiialist can uvcarantee, with a cer-
tain degree of certainty, fixed from the properties of statistical
laws, that the products from a controllsd prucess lie petween yiven
limits. Alternativelyv, the buyer cannot test each of tne items he
gets. Hiu problem is to fand the nunber af indiv.dials to e tested
in each lot and how Lo choose them so that he 1s almost certain Not
to be sent any lot deviativy from set tolerances ot altvrnatively
not deviating in a proportion greater tonan the deteimined one,  ln-
versely, knowing these reception conditions, the seller tan asses
the risk of refusal for a certaln proportion of the lots he is of~
fering. The seller’s risk i- at a minimum when the me Tehandloe 18
pprfectly controlled dutiny processing. It 1s therefore vasential,
that the control be cerried out in a continuous wanner, so that
any deviation from either tandards or specifications can be correg
ted rapidly.

The main objective of statistical control of processing
18, an the one hand, to find to what extet varlation can Do expeg
ted to be normal and tu what point 1t can be considersd that varig
tion is not conatstent witn random ¢ uses but, on the contrary,
trey show the presence of systematic causes, 1.e., the jiresence of
something being wrong with proceasing, Un the other nand, statis-
tical control is 1ntended to ensure tne agreement of re(uided data
with "a priori” specifications, lo the rirst instance the tuntrol
will be acting upon the correct setting of the production mechanism;
in the second the agree.wnt between recurded data and specil ica~
tions is examined,

The production cuntrol has twe gistinct objectives: to
secure stusdiness of proguction in the course of time and to limijit

the proportion of waste fros rpecification deviations. (ontrol {g
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cerried out on samples from the process flow. The distribution
of values of a characteristic studied through a sample of se-
veral individuals, will give, for each sample, a statistical
image of the distribution, whose stability is required to be
kept undsr control., This picture contains the whole information
contributed by Ulhe sample on this distribution.

However, it is practically impossible to record the
whole of the images that can be obtained in this way to check
upon the steadiness of the distribution and, for this reason,
the study of thu distribution curves of the sample character is
replaced by the study of some of its typical measures, which can
be considered as sufficiently representative and easy to calcu
late. These typical measurcs are those describing the central
value and the ucatter. The former is specific to ntechnical qua-
lity" of prouuct and the latter to 1its wstatistical quality".

This rrport wiil cover the principles of Statistics
needed in Quality Cuntrol, the techniques of this being outlined.
It should be pointed out from the very beginning that Quality
Control is not limited Dy a serivs of rules based upon Statisti-
cal Methods, through the application of which problems can be mg
re or less automatically solved. At presoat, Quality Control tech
niques involve not only factors of a mathematical Statistics ty-
pe, but also technological, psychological which concern both cost
and organi.ation; in such a way that the former are practically
relegated to the role of a simple tool, certainly a valuable one,
to develop certain phases of the whole, whose application, if not
accompanied vy an adecuate policy is insufficient by it self to
get the optimum results that a modern entreprise should aim at.

1. Statistical aramecters

1.1 The parameters depicting the statistical distribution of a prg
perty can u: divided into two kinds: paraneters of loc:tior or
position and parameters of scatter. The former tell us the place
the distribution occuples in a numerica: field, and the latter
are a pointer to yreater or smaller amplitude of the distribution.

In Quality Control, all of the location and scatter pg
ramet:rs are not used, but only some of them.

1.2 Measures of location

The main measures of location or averages are the following:

1.2.1 The arithmetic mean

- Bl e e T e =

This is the position parameter more widely used and it
is the quotient from dividing the sum of the individual values by
the number of them, Let x be the variable and n the number of va~

lues:
g x
il

n

X =

When calculations are made from a frequency distribution
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table, the central values of each class interval must by multi
plied by the number of times the class is present. Let xq X2 Xg,
the central values of the cluss intervals and fq fp 4 the %rg
cuencies,

- §xq fq +x2 fa v cuv v X fn { fx
X = =

n n

1.2.2 megign

This is the value of the variable defined by the con=-
¢ition that Ltere should gxist an equal number of observations
above and below the median. Therefure, it is tne value equidis-
tant to the extreme values which have been found ovr central value
of tie variable.

Unen the variable is a continuous one, it divides the
variation fleld into two egual parts.

1.3 Measures aof scatter

A stat stical set, or sample, is not entirely defined
by its mecan valuc, it is only defined when in addition to t'a
mean (parameter of location) tne standard deviastion is ta.en intu
account (scatter parameter). That is to say, Lo uhtain a ~omplete
informaticn frum a sample it 1s necessary Lo hoow its va:itability.
The main scat 1 measures are:

it s.molest scatic . params tes 1o [ range, which is
the difrerence hetween “he extrenc values ¢! tne var:.able 1n the
sample.

The range is gyiven .. the same units as the mean.

1.3.2 TIhe standard deviatior_ :
The squa- e siation of a vaiue frow an o 510 is the
square root of the sum of the squares of the diff:.c.ces between
that value and the origin divided by tne number of values. Let A
_be the arbitrary origin,

1 2 1 . 2
8 = —— i(x - A ) i.e. 8 - ~_-z (x - A)
n n

When the arbitrary origin is tue arithmetic mean, the
square devlation is referred Lo as the standard deviation, It le
represented by ¢ :

oof




1 p; 1 2
(:\[—f(x—;) or gzw—ff(x—i)

expressed in the sanme units as the mean,

The square of the standard Jeviation is the variance:

2 1
G v =— Z(x=%)

n

2

When the number of individual in the sample is small
(n € 100) the sum of the squates is divided by n-1 instead of n.,

e Ve et T —m e e e e

It is sometines convenient to give the standard devig
tion as a purcentage of the mean. This is the coefficjent of va-

riation:

6. 100
Cv =

x

The coefficient of variation is a dimensionless quan-
tity; it is an absolute measure of scatter affording comparisons
to be made between different populutions.

— — —— ——— oo o—— —— — - - —

The application of the Statistical techniques of Quality
Control! has brought about new parameters. A particularly useful
one (mainly in spinning control) is the Percentage Mean Range or
pP.m.R.. It is easy to grasp even by the non-initiated in statis-
tical technigues anu it 1is easy to apply.

For large ssmples, made of smaller suh-samples, when
the range R of the latter is known, the mean range can be calcu-
lated. This parameter is related to the standard deviation of the
population through the following equation:

-ﬁ :d'dz

where dp is a constant dependent on the size n of the sub-sample
The PMR is defined by:_
R x 100
PMR =

==
X

where X is the grand mean (the mean of the means of each sub—sam~
ple). Then the coefficient of variation is related to PMR by

oo/




2. Q;gt;ibut;gng

2.1 The Ngrmal Distributign

ghen a quantity is under tie influence of a number of
causes of variation and these are small and independent from
@ach other, 1L can be shown that the individual values of measy
rements follow Gauss's law. Thic property qgrants the Notmal law
a general character.

The main characteristaic of thas jaw 1c well kngwn when
the variable iy a cuntinuous ont. The results clouster aboul the
mean and ar. symmetrically distributec with ¢ ‘requency whieh
tails of on vbotns sides of L muan as values get faitrod and fag
ther from the center (Fige 1.

The Nurmal Distributicn has played a praminest rode cut
a long time because of its su essful applitation to e rtudy of
errors of observation and because uf the soaplicaty of the arith-
metic involved and the definite character of tre patraters on
which it is de endent, viz. the mean and the sta datrd deviation.

There is the purjudice of consoleling triat ail the idig
tributions tu be found in 1ndustriel practite ah Lot 1 eart
Normal, fo: a distribution Lo be Normal 1t ie ouft ooty 1) Tnat
the v.riable be under thu effect of daiffirent souice s of valriation
which are independent; (2) That the (ffect f vacl cause be inye=
pendent from the olhvrs; (3) That tne effect o vacl cau @ Dt small
in retation to the sum of the effects, These condibioe Wy ievad
to normal distrib.tions.

The avbuve conditlionsd art dpp:u‘;mstxi, fullfiiiret an
practice. When the mechanism of the observed phenomens 8 Cunsies
tent with such conditions, the values of any thara.ter of a popu=
lat ion may be distributed according to tre Norma. Jaw uniy 1f: (&)
The studied character 1 a shysical neasurable guantity, b) if
the random mechanism cominy into piay, directly af*acts such a
quantity, (c) if the pumerical data rollected a0 UE ot dered
as true measurements of the studied guantity.

The hypothesis of normal ity cannot be accepted butl after
the apropriate statistical tests Pave Daen caliled ouvt.

. The aplicatiorn ot statistical technigoes based upon nor=
mality to non-gaussiarn data 1s liable tu iead to bigly misleading
conclusions,

The normal curve, however, cab fit many uroimudal g1stri-
butions quite well, affording treatement 1n at appious mate manner
of many distributions of th.s type whic/ utitiwlise miyht be dif-
ficult to handle.

Ncrmal theory has aiso bueen applled to nan=-noi mal (1t-
ting. Finally, non-normal distributlons may s0™ . .Me: pe made In
to curve approximately normal through a change in the val iable.

In the normal curve thc arithmetic acan, they medisn and
the mode, or more frequent value of the valiable veincide. It le

cof




2.2

2.2.1

2'2.2

fully described when the mean and standard deviation are known,

1f values of one, two and three standard deviations
are takcn on both sides of the mean, un the normal curve, the
proportion of observations within thi intervals thus limitec is
as follows:

Interval X + @ = bt%

x ¢+ 20 = 95%
X + 36= 99,8%

in other words, if a sample is taken at random from s population
following Gauss's lgw, there 1s a probability ofs

0.68 (68%{ that 1s will not fall outside the limits mean ¢+ 1 S5.0.
0.95 (95%) thet 1s will not fall outside the limits mean ¢+ 2 S.D.

0.998.99,8%)that 1t will nut fall outside the limits mean ¢ 3 S.D.

Thus, an interval of 4 3 S.0. practically covers the
whole distribution,

Non-Gguseign distributions

Ihg binomigl distrivbution

o

As known, the probability of an event being a succeaa
is equal toc the ratioc of to the number of times that success is
passible to total rumbec of outcomes, :f the latter are equally
probablie. |f g 1s the prubability of success and g is the probg
bility of *atlure, then p +» g - 1.

Let N the total number of outcomes of sn event, the
arithmetic mean of the prﬁﬁgg)lxty distribution p 1s @ = Np. The
standard deviat .on 1s s -V Npg. This distribution is referred
as the bDinomial cdistribution,

- -

Ihe Puisgon distribution

ls the limit of the binomisl distribution when ane of

‘l/




2.2.3

the probabilities becomes infinitely small an’ N is sufficiently
large for p.q to be finite. This is the "rare event" distribution
and applies to a number of cases in the textile induotry. Amany
these:

1. Numbuer of yarn breaks.

2. Number of neps on a glven surface of the card web, OI siiver

length.
3, Number oi tibres in the cross—section gf a sliver OF yarn.
4. Number of wmachine breakdowns.

The stardard deviation of Poisson's distribution is:
s:um

where m is the mean.

This distribution is highly assym trical and it becomes
more symmetrical as m increases. Its limit is thu normal distri-
bution.

The property of the majority of values lying uwithin the inter
val mean + 3 5.0. still holds for a great deal of ron-gaussian
gistributions, including the binomial and puosisson's. Therefore
the consideration of this interval will also be useful here for
the same sort of applicat ions shoun for Gauss's law.

Sampling distributions., Standard error

If a number of samples are taken from the population
.nd we calculate a parameter cuch as the mean or thu standard de
viation of sach sample, different values will be found. If the
number of sampies is large, these values cen be grouped into a
freguency distribution which will get closer and closer to an
ideal continuous curve as the number of samples increases. This
is a "sampling Jistribut ion".

The sampling distributions ot the mean and standard de_
viation are Gaussian, but distrioutions of ranue and coetficient
of variation are assymetrical, However, in practice the whole Jdig
tribution st1il lies with:n the limits mean ¢ 1 5.0, very appro-
ximately.

The "standard erior" is the standard dev:ation of the sampling
distribution., Generally, we can take the interval s+ 3 5.i. 1O
find the limits out of which it 1s not probable that any sample
value would lie, It can be used to measule the accuracy of an es
timgte, or to asseLsd the uJegqree of disusgreement Detween vbserved
and expectud values.

The standat: error is expressed in the samy units as
the variable which is beiny measu! :d.

wve shall now show what the standard errors of the main
paraneters of location and scatter are.

§§.ndgrd grror of the mean

The standard error of the mean ist 8=

i .
Vo




4, Statistical Methudoloyy.

4.1

This
is independert from the shape
therefore, has a quneral applilcation.

scattes

ﬁtgndard LTror u!

The

Measures

standard wvrror ut «tartard

The standard error of i cor Ff ioaient of

Ly

F4 k]

2
§ e——

[
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Tin prirciples of

formula is very important in statistics and 1.
of tne frecuency distrioution and,

geviatiaon

valiation

statistical methods
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mental characters from the population, or between several expe-
rimental characteristics, can be attributed to sample variation,
1f the answer from the test to the null hypothesis is contradic-
tory within the given prubability level, it vill be concluded
that the . fferences ore "gignificant”,

When a "test" does not refute the "null hypothesis" the
re i, no reason Lo asuae that thure is a8 disturbing factor. Howe-
ver, although the tat i tical "teots' can pProve, within a degree
of probability perfectly stablishuit, that a sample is heteroge-
neous oI that systmiatic varistion has taken place during 1its for
mation, Lhey are unable to show that the cantrary hypothesis is
true: they only show that the hypothesls is not contrary to facts,
which 15 Huibetiidng gifterent.

1 other words, the ntests" ca. elther prove of dispro
ve thu existence ul non-randum o source of variation, but they
can never prove its honiexistence. In a set of ¢xperiments or ob-
servations, a Nuyat.ve answel with respect to the null hypothe-
sis, founy troum test, 1S valid whatever th. number uf contrary
answurs already rrcurded,. HOweVET, if the number of the latter
18 high, the improbavle «veot (refuting the hypothesis when this
is exact), van Le found to b real 1sed.

Tnhis chseivat on 1. used to i1-terpret the same series
of ubsetvations by diftfuerent tests. from tne nature of the formy
lated hyputhues.s, the weegts" cannot contradict thumselves and
any significant cffect sthiown by one of them is an actual proof,
altnough the others snould reveal unable to do so. 1t is obvious
that the more the numbel ot nhservations, tne petter armed the
Jouvestluator to refute the null hypothesis, that is to say, to
show the ot fect of the systematic, though little . pgnspicuous soUX
cee of variation, That s to say, the larger the amount of infor-
mat ion, the latuer thn f teld of the hypothesis that one is able
to refute and the more limited the field of the acceptable hypo-
thee.s and there 1o a highel probability of finding the true na=
ture ol the phenamena.

Un the other hand, the ntests" can be more or 1v5s adap
ted to hypothesis and tnear power 18 virianle.

ihe specilal netotu of the statictical tests leads to
the idea of "risk", 1f 1t 18 assumed that a given "test" has made
us refute the null hypothesis wshen the hypothesis 1o LIUe, that
is to say, has miclead uso into the caonclusion f an actual diffe-
fence when it goes not exist, the "test" has made us ITun On a
vipst kind risk, THls risk o can pe ruvpresented by a probability,
which varie:s inversely to probability level and to sample size.
If i1t 18 desired to Limit the 1isk to a set probability level, the
statistical tables gilve trhe value to e taken 3as 2 funciion of the
number of samples.

A test which tends to decrvase the value of the first
wind risk as much as possible is an assymetrical test., The condi-
Lions to which the application of such a test leaud, are sub ject
tu a secund kind ETTOT, which consists in not disproving the null

hypothesis when 1t 18 actually false, that is to say, to reach
the conclusion that the value of the parameter which characteri-

.es the populotion 1s equal to that of the sample, when there is

oo/




5.
S.1

5.2

a difference between them,

The main comparative tests and their applications

Comparison of means

The "t", or Student's, test is used here, which is
particularly useful for small samples. When an experimental
mean x is compared with a theoretical mean m,

LR

t = —— v+ 1

=

where Y is the number of degrees of freedom, equivalent to n-1
(n = sample size).

When two experimental means X4 and X found from sam
ples of size nq and n,p and standard deviationsg 1 and 0 2 res-
pectively, are to be compared first the pooled standard devia=-
tion must be calculated:

7 2
\/{(M- 1)+ € (xg - %2)

n14n2-2

x|

and then

a1
==
nq ny
The "t" Tables afford calculation of the probability
that an experiment,l value of t be equalled or exceeded in con-

nection with the rancom sample variation, Normally the 5 per cent
and 1 per cent significance ievels are used.

fomparison of variabilities

Snedecor's f test is used, which affords a comparison
between variances:

The significance of F is tabulated as a function of the
degrees of freedom V4, = n - 1 and V, = n - 1 ( nq and n, are
the sample size of samples of standard daviations 61 and (G, res

oo/




pectively). In the calculation of F the larger variance must
slway be in the numerator. This criterion can also be applied
to compare the variance with a specified valua.

Confidence intervals

The foimula for Student's t can be rearranged so thats

t g

|IX - m] =

< _

i.®., when the mean and standard deviation of a sample of a gi-
ven size are known, the intervals within which the mean will lie
at certain probability levels, can be found.

The principle can be applied to difference between
means of two samples:

\’1 1
,X1 - X2, A ta" Anaanl 4 —
n1 n

2

In any case t is the valus from the Tables for the co
rresponding degrees of freedom and the desired significance le=
vel.

For samples where n7 30 the t values for significance
levels of 1 per cent and 5per cent ate 1,96 and 2,58 respective
ly,

Sample size

We may wish to estimate the sample size n with an
error for the estimate of the mean not greater than a certain
value £ per cent. The following expression is used?

t2cy?
2
where (Vis the coefficient of variation.

If the parameter we may wish to calculate with a given
error is a measure of scatter, the sample size is,

t2cy?
2 £2




6.2

In these formulas, t is 1,9¢ - 2,58 depend.ing on whe-
ther the probability level is 5 per cuit or 1 per cent,

Generally the sample sice fur a c..orrect wstimate the
mean is n = 30.

Far ccat er meauies the ~aaple £ 2e lies between 30
and 40.

The analysis of wvar.ance

Tne methods of variance anhalvsis due to fisher, afford
analyzing the wvar.abilit. of a proguct when tols 1s not stiribu-
table to stveral casaes, each ~ais.n a3 emall effect bot it can
pe ascribhvd, ot least 1n part, U the irtervention of a small
number of a.50% - acnh produl 1, an ap 1eccabie effect,

Nese wothads requite o QLserve: data 'o ¢ yrouped
into sub=samples I howogenegus [ Juos ¥ .o afe Chdtactlel ised
by tiiv systemat.c lotetuentlon of one of sewifal factors, of
which tne influence on e v.riabiiity f Jgata i3s to be found,

The analyoi13 ot war.ater offords soluin . tin followiny
problens:

(@) Finging wivtnt a Grosp of =samples o L0000 « 0euuS.

(D) Findino 1o toe var caniility af a pupuial o
the part due to crance g the one winich can be attributed
to systenal .0 sudioed 0O val salion (oobtIolae Causes),

1t af‘ourde separate test.os of " oe 10t lunce gf the
different facturs unde: control ang of 1ntereactsons amun those
facturs, It fhas a large fi-1¢ of pplilcation, since 1t tends to
reach tne objeciive of a.y invests  ation, suct as 1t jdentifi-
cat lar 0F Lo Ccausvs dhobe ffect 1o tein, st 0aed,

In Geality Loctrol 1t 3o quite o!ten usefol 1o Jisirininate
the vartat.lit, frum o:f 'y jent 8ouices, Hhorteut metnods Dased
upon trne ranys cac be adva-tageoosiy used instead of the trad}
tional more cusbersome Fisher's L oeh jgar s,

It wi'l Ue seca. el Bore that 1o any process .mplying
several macnhines at wotk the tulal vatlance and 1ts components
"between" and "&ithin" must be considered, lhese are releated by
the followving expressiom

where,
Ve = Total variance
Vp = Variance between machines
Vg = Variance within the machine

It can aiso be writtent

2
6«:2 0y *0’3
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or, through coefficient of variation:

2
tv ?- SCVDZ of\i"

The calculation of total and within-machine variation
cen be calculatet 'hiough the mean range in s teo fold weys

1. Based upon the relationship:

A , R
g - — o1 g -
d, d,
2. According to relationshipst
2 a2
- R R
R2 = and (52 § e—
& 02

whara k is the number of groups of size n.

92 and dz are dependent on ssmple size according to Tablet

2 2,000 1,128
3 3,656 1,693
4 5,014 2,089
5 6,197 2,326
6 7,145 2,534
1 8,014 2,704
8 8,784 2,847
9 9,477 2,970
10 10,109 3,078

The "between" varisnce can be found by subatracting
the "within® variance from total variance. An exsaple will be
tound in Appendix 1

7. Regulgtion contiol
7.1 hewhart' n.gol ch

The technique introduced by Shewhart in 1931 takes ip
to account the masn and either the standard devietion or the
ranga as the only parsmeters, and it is cheracterized by an in-
gerous wey of recording statistical dats, ec they come out es a
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function of time, 1t is besed on the + 20 and ¢ 3T intervals
on both sides of the mean in the normal distribution.

wnen the 1nvestigated chatacter is a measurable one,
control beyirs at a wtarting point, the ouservations being re-
torded either singly or 1n successive sample: of several ooser
vations at r1r+rgular time Intervals., The countrol diagram is found
by toking the order fiqgure of the sample on the abuisae and the
valuue uf tne vartable ov tie ardinate axis. tach sample origi=-
nates oo point (P, 2.

I'v arithmet e mean is used as measure ul the central
value. The scatter o arameter 1s ¢ ither the standard deviation
or tiie range, The turmer 1+ gsed for large samples ( n > 10) and
the latter fur swall sampies (n< 1010,

Iioaduaition tu ebarts for tne wean, others are used
for variabiiity or scatter.

(nce dava frum a process has been collected for some
time, tney are rooped such that their statistical analysis
should afforae th thecorctival distribotien ot be found in an
approxim te varrer (this 1+ genvrally gaussian). Then, the hypg
thetis of the steauiness of procescing 1s set out., When accep-
ted, 1t wili aftord findicg the distridution of the properties
of future sampievs of known size, frum the theoretical distribu
tion,

If we cons . der the aritnmetic wean as representative
of the central value a cenf.dence interval such that there is
8 sufticiently high a probability ef tinding within the same the
mear of sampie, 1o defined, Practicaliy, the control limits on
poth s:des or the mean currespond to values of the 93.8 per cent
provability. Another pair of limits, referred as the "warning"
limits", correspond to the 9% per cent probability and they are
set on botts ldes of the mean on ancillary purposes.,

1€ tre considoted ciaractier ostic of a sample falls
within the control interval, the iesult does nubl contradict the
hypothe:r.s of the steaginess of the mean and there is no reason
to question the nhypothes s (however, the hypothesis could be
inexact. Second kind risk). If the caracteristic falls outside
the control nterval, the hypotbesis of steadiness can not be
accepted Ciney tHe progbability is very low, Therefore, it is
teasonably acceplted that there 1s a disadjustment in processing
(however, tiv nypothes.s could be exacts. first kind risk). By
reason of tris fact, as we siall soon show, there are other com-—
plementary criteriums witnh the sane or vpetter e¢fficiency than
the on: «xplained above,

In the absvoce of any systematic cause, the chart should
appear as a series of random points, The plotting of points which
appear to ve lylny in certain privileged areas, the trend toward
a certain reqgularity In their array, are pointers to the hypo-
thesis of disadjustment (or to the existence of a relationship
among, the vamples or picces drawn). The obssrvation of such irre
gularities cannot be considered as significant, but in the event
they had been pieviously defined as a criterion for control; "“a
posteriori" a limited series of points gives, in effect, an im-
pression of intermal reyularity which would be of significance
except if it would eventually appear gquite frequently.
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On this 1:.e of thought, one of the more important
criterions comes frowm examinat . on of the trend shown by se-
quences of points. These sequences fall into two categories.

(a) Increasing or decrvasing .rend: A sequence of points
each above (increasiny trerd) or pelow the preceding
one (decreasing trend).

(b) Trend whereby all points fall below the central value.

The longer a ssquence is, the more unlikely of it
happenning by chance. Usually, the following rules are consi-
dered for the two classes of trends: a sequence of filve points
ic a warning signal (atteation to further behaviour); a sequen
ce of six points is an alarm signal (the study of the causes
of disadjustment snhould begin at oncu); a sequence of seven
points shows a disadjustmunt (<top pruduction).

Sequences can also bu controlled on the criterion of
the longest sequence observed for a set of points.

{ither an increasing or decreasing sequence may be
pointers to a long term change.

The above criterions do not take into account the na
ture of the parameter under control. Generally as we knouw, con
trol is carried ovut on a set of two paramcters (central value
and scatter) whose simultaneous examination contributes extra
precision, since the infurmation supplied by each of them res-
tricts the significance of the caracter supplied by the other.

It is advisable not to neglect calculations and to
draw the lower limit in the control chart for scatter. This,
quite often is not done, on the excuse that a decrease in scat
ter is associated with an improvement in the "statistical qua-
lity of the product™, no account being taken of the fact that
a temporary impluvi:n"m:u?. ii plULt’;u:ing, i nut atiibutlable Lo
chance, will point to a disturbance uf which the source must be
looked for.

It follows from the above thut a trained statistician
should be able to discriminate through simple criterions and bge
fore the technician realises it, the existencevof any anomaly
in processing.

) In Appendix two the practical rules for the applice—-
tion of Shewart's control charts are given,
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7.2

7.3

Simplification of control charts

The simplification uf the control charts is aimed at
using the median and rangye instead of the mean and standard de
viation. The range hus almost universally been adopted. Clif-
ford proposes control civart. where the values of all individuals
in the sample are plotted, the median beiny easy ta draw, whe-—
reas the range 1s graphically measured from the distance apart
of the most spread ocut points. Inis distance 1s then taken Lo
another frequency distribution diacram, where it 1: sasy, when
there are ufficiunt points, tu find the median and the ranye
ancd to ootablish Lhe contiol! lamiis (o0 median and ranie, (118
mett,.od makes any a:ithmetic unnecessary. (see 7.3

terrel sognests a procedure wnich is essentially ubl
the sam: tv, e, woele wse is made of the mid range, the median,
and t. v iangu, a on alternative wethod to usual charts, The
range miug points is the mean of the extreme values in the sam-
ple, Although when the ;roces 1s under control, the method 18
less effici nt tnan the class.cal one, this method permite easy
detection ot a.vturbance in tre process. Calocoulation is very
simple since ooy eablreme vaiuvs i the sample are used.

A.tnough the metnog 10 net as eff . crent as that of the
median an range wnen thy proces: i unoer cont:nl and for 1mpor-
tant variations in Lthe processing mean, it presents interesting
qualities because ot oiuplicity of application.

the details a- o given in Appennix (11 :

Control charts with no calculatiorns

[

Thas sort of charts sure sased upon the technique of
control through the median ans w. i~ranyes shown above. Fig. 3
iliustrates one such chart, whuere the points corresponding to
individual measurements have been plotted, the points for the
median of the sample being signaled differently. When the sam—
ple size is an odd number, the point is inmediate and, by rea-
son of this fact, 1t is convenient for the sample size to be
an odo number (in or example n=5). In this way, the position
and scatter parameters are included i only one chart, since the
range of each sample can easily be found from the d.stance apart
between the extreme values, In the fiyure, the values of the
median of each sample have been joined by a corntinuous line and
by a pointed linme the extreme values, so that the evolution of
the rangse can be seen,

After a number of samples has been selected, 25 in
our example, the median of the medians is found (P point) and
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from the frequency distribution of the range, which can be
graphically found through adecuate cards, the median of the ran
ge can be determined. Tho only calculation, is that of the con
trol limits on the criterion explained 1n the prececing section,
Where there iu a Limited number of samples (&£ 20) 1t 1s conve-
nient to estimate tne median From the total number ¢f  odividuael
results and not to lot the median of the medians, Ihis vasy to
find yraphically by drawing thie frequency disty suntion of indi-
virdual results,

To draw the control limits for the 1ndividoal values,
the rangye of the meoian will be divided by df  (seg Apiidix 188 )
and tht quotient will be multiplied by 3. In fact R/d%  1s an
gstimate of the standord deviation,

This method offers the following advaiitagest

(a) No data sheet or arithmetic are necessaty to calculate the
mean and the mean rangye .

Since out of control observations do not affect to a large
extent either % or the R of the medians, repetition of cal
culations for central line andg control limits are practi-
cally unnecessary.

The centre line in the chart 1s the most adequate for coup

ting sequences above and below the medlan.

When theindividualvalues have been plotted, 1t 1s poO8si~
ble to indicate the control and specification or toleran-
ce limits.,

Comparisons can evasily be made between capacity and actual
scatter of process. The yraph can vasily be summarlzed,

A similar method uses the mid-ranye as a measure of the
central value (Fig. 4). In this instance only extreme and mean
readings will be plotted and the procedure 1o samllar, the centre
line in the 'raph can be estimated on the basis of the median of
the mid=ranges. The coefficients to o applied are si:ghtly dif-
ferent, as shouwn 1n the previous section. (see A pendix 111)

Here, it 1s not necessary for the sample s12e¢ to Le an
odd number ¢s when working with the median, and the graph is very
clear. When there are many samples with anumglous ranyes, itk ottt @
use the median graph to that of mid=ranyvs, since the former less
affected by what Clifford's "contamination®” of the tanues. st for
small ranges the mid-range 1s an efficient measure,

All short cut methods are, as lready said, less effi-
cient than those based upon the mean but, ingustrial.y, wider
control limits can in some 1nstances be an advantage (except for
really seveire control) because they muke adjustments less trequent,
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7.5

The simplification of graphs leads in the long run to
their supression whun they are no longer useful, although it is
difficult to determine when this moment comes, iHHowever, control
through acdians lends Jtselt to a prucedure without charts .nd fi
QUIES (ofcetnng contiol bimits tor the median .nd Lhe rsnge being
preserved, This wo:- 1l s um thal the sc.tted of the process is
Practically cuariable o1 trat Lhegre are especifications establ isg-—
hing o § overn Lim.tiog varlabioity,

INe Lumulalive su  chalts

AT Ly ol prodaction, mainly in continuous processing,
Fequilre a booh degree 0 Cortinuity In the output quality and, ac
coidingly, t'a tesust Fium an samp.. 15 analyzed, no account
DELING ltaks o or vatlier aople e, Mere, @ change in processing can
De moiv .rarly shown by L cumu, t,ue su  met cod, which I more

BRLBLIL . e Thas o Lraditional Stewenart's contiol ctiarts.
Fioo 5 Sows Sgw the mean of o foup 0f 1 cunseculluve
Feouiis L s aliemely S60 Liue Lo valial 10N linn prucessing, The N

value for the oumocr 0 tvs dts 1o token on thr abicissar, and the
cumulative sum. 1+ the arsinate a-18. Let o consider point 4 for
the cumuiat jve som of I mreudts ana point 4 tor the cumulative sum
of the N res. it

POInt A diid cover N=[ re:ulls ang the cumulative sum
will bDe 5y - Prepy Whereas tor g, 1t w1ll be N and SN «esprctively,
If the meas wore conutont gli aiong the N exoeriments, the slope
of line OAY woula DE ', thst 1s to tay, the & is 450 anyg, therefore,
any charie in the mean, 1r o8 cumclat lve sum wiaph, -“uch as the ans
in Fig. 5, will oricinat Pitoaae an the slope lite of the cnart,
Thu., consadering the meag. of the setues uf polnts between @ and
8 » 1t could be written

SN = o

Lt &
rw

The advantage of thiu mothod 1s that it uses amaller
samples than ordinary contro. tiarts and affords the same effj-
ciency 1f the sample si1.8 remains invariable; the time taken to
detect a change is shorter than fur Shewart's charts (almost by
@ half), wnich 1s very importent in urder to secure stability of
the concidereo parameter,

LUnuv way of establishing these charts will be found in
Appendix [y, Thev can also be used for control af faulty pieces
and defects et unit

Trend graphs

This name refers to a short of data plotting which is
qQuite common in France. In addition to playing the role of con-
trol chait, 1v affords obseivation of result trends, whether on
8 machine or a group of machines, in connection with the para-
meter which ;3 Being exapined,
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This type of chart, when in card furm, can be used
for machine control or for yarn and fabric characteristics. Ve
will show several examples in Appendix V.

Aceptance control

Specificatiuns any tolerances

The main objective of a specification is to establish
certain desirable pruperties tur the material or end product,
and to descrive an insprctlor system affording to find whether
thie material of a given lot has such properties or not. Lenera-
lly, rhecking 18 carriet on a sanple selectvd in a definite man
ner w.ich, after being subjected tu certain testin must yleld
results failing within certainl:mitd"U.K. lxmits“?. These limits
are the most 1mportant part in the specificetion, so that they
must be established by tuxing into account the inherent variabi-
lity of all muterials.

The tegulat ion cuntrol, affords lnvesticating systema
tic cuuses of disturbance, which cen eventually uve progressive-
ly eliminated, This elimination must be pursued until variation
is consistent with a system of randsm causes, Oover which there
is no possible controul, that can we cunsidered as a cnaracteris
tic of the prouduction process under study.

The fact tnat production snould be M tatisticaily con-
trolled" is nut sufficient to ersure agree wit between specifica
tions and quality produ-t,., dut, statist.cal cuntroi affords to
know at any momwent:

(a) Whether the whole, o: a.most the whu.e, distribution is wi-
thin tolerances, wheieby the fau ty fraclion is nil or almost
nil. Here, the maintenancc of the stability of production prg
cess secures agreem:nt with spec:fications.

(b) On the contrary, it the faulty fraction is high, the adopted
processing is not wholly consistent with specifications; ma=-
chinery is nut sufficiently accurate in its work, tne quali-
ty of the raw material is too low, or the specif:cations ig-
nore the possibilities and limitations of the technique em-
ployed.,

The control of processing is a necessaly condition for
specifications to be fulfilled, put it is¢ not sufficient at all,
since it is necessary to understand that if a qgiven production
process is not capable of making more than a certain proportion
of the production falling within specif ications, any control will
bu powerless to remedy this fact. However un securing stability,
@ better guality will be obtained.

Therefore, specifications, raise two distinct problems:
(a) the regularity in production must be secured through appli-
cation of regulation comtrol. (b) Setting up a production process
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shere its technical capabilities should oo consistent with con-
tract aspecificati.ons.

The specifications that in sume in ter.ce are imposed

upon the uruduols, va be establlsbee «rit: ; ar oy word of
MOLLh cauntract, and troy car refer Ll L cals heogotr rostics
of e pradecbl, o1 1t g0 CLION, LU prset cnong, Tt g, fFiaa:lly,
desiribe Lo testing Lo wiU! Ui oo cte must osubgect . ! ne con
cept ot U ierante™ oy rent to aivy SucCissvation, ca eittier re
Fer to Lo Luiely  tecnnical ar oot oLt Jravlem or 10 cumoer—
Clal as;o oo, 1000y 0oL Can O aasa wputi eatly Dractlce, experg
meta o, wr, fivasl, un tne UalLdlnin Setween 1nterssted par-
ties. 1ol tarovs car De nwmitacal ol not. if not, they are based
on Lk votanlistment Of getermined A, Clives. When numerical,
they "ot a.co 00 unsilatera. or uilateral, tnat is to say, only
Dy plus ot mivus, o1 Guts oat tie same Lime, 10 connection with
the cer » 50 s 00! ied value,

Poaure b ostauws trr Jifferent cases thdat a process can
Preser t 16 roveelies witn Jimits or specification telerances., The
cone betlwee: Lo.ierance limits curresponds to acceptaovle product,
Wheread thiat on eitoer left or right ot Limits, I or articles
delivere:s witnout r "oragra" requisitec, Let us Sunvidered the
diffe. e . rcas s

(4) Ale the deitvored product falls W1'nin specifications, the
mea: of thy i tribation superimposing the nominal one.

(b) T process tulis within specifications, but the cvan is
sliabtly deviated, there not being 1rdivivuals out of limits
thanke to small variavility.

(c) The whole procecs is deviated delivering a materia: which
falls bulow b luwer iinit. This may oriclnate from (i) an
ExCesLlve doev.ation of Lhe mean {athiougn variability 1s co-
rrect) (11 o1 thae srocess 1o centered or almost centered
and variability is excessive.

(d) Procune delive:ing re jectabie articles, whether un the upper
or the lower side, because of excess variability, the mean
Delr, centered,

() Prucess wnich be haveis as the Previous one, but is deviated
Litn respect to it, so that the rejectable fraction appears
on one side unly.

Jepending on the tulerance range on both sides of the
central value, tho following cases may happen (Fig. 1).

(a) Tolerances which are narrov as regards the scatter of process,
There will always be a fraction lying out of limits.

(b) Very narrou Limits; it 15 difficult to avoid that a fraction
of the product sthould fall out of limits unless there i a
very strict centering of processing.

(c) Very wide limits. The central value can oscillate and yet there
not being a rejectaole fraction.

In Fig. 8 only the lower limit is considered. It is in

teresting to study the mean to be produced as a function of to-
lerances and Process voriability. We ctannot go here into details
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8.2

8.3

concerning this question which has only been pointed out to.

Sampling plans

Thus, in all processing stages from reception of the
rgw materials to the inspection of the finished product before
delivery to .he consumer, there is a need for an acceptance con
trol or contormity of the manufactured product to specifications.

Where a 100 per cent certainty of no faulty items is
gesired, cvery single unit should be checked upon. It this way,
thanks to rejection of faulty units, tnese would absent from any
delivery. Such a lengthy and costly method 1s not free from error
and, in many instances, 1t is nut necessary. In addition, on ma-—
ny occasions it 1s impracticable, above all when the test to
which the unit is being subjected is of a destructive nature, a
very frequent occurrence in textile industry. furthermore, the
cost of 100% control raises the selling cust of product so that
it becomes unpayable for, in spite of the high quality level,

Genera.ly, the control of a lot is carried out on the
basis of the information from one or several samples. One such
information, incumplet in its nature, does nut prevent faulty
items from included in the lot. The only objective that can rea—
sonably be assigned to control, is that of realizing a better dis
crimination betueen lots judged as "good", where the amount of
faulty articles is very small, and the "bad" lots where the carac
ters are reversed, so as to accept the former and rejict the lat—
ter.

The whole set of agreed rules on which acceptance or
rejection of a lot is based depending on the information from the
analysis of one or several samples from the lot, is the "sampling
scheme™. The techniques usc¢ in the acceptance control involve
sampling and the way samples must be drawn; there are several ba-—
sic types of acceptarce control (single sampling, double and mul-
tiple sampling and pruyressive sampling) which will be applied
according to circumstances of inspection and its cost. Statisti-
cal methods afford to choose at any time best sampling scheme for
the efficiency of cuntrol.

Qperating (haracteristic (urve.

The control car:ied out on the basis of a determined
sampling car lead to rejection of a good quality lot and to accep
tance of a bad lot. Whatever tne guality of a lot under control,
there is a probability fur thne lut to be accepted and, another
complementary one, of be.iny rejected.

A single samp i1ny scheme lnvolves independent parame-—
ters n, N and ¢, where n 1s the sample size, N the lot size and
c the limiting valae of the number of faulty items in the sample,
which if surpassed would lnvulve rejection of the lot (acceptable
quality level AQL). These three parameters define the schems wi-
thout ambiguity.

When the values fur paramecters N, n and c are knouwn, it
is possible to calculate the probability of acceptance, according
to the adopted scheme, of a lot whose faulty fraction is p (con-
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taining 100 x p% faulty items). The curve of P as a function of

P is the "operating characteristic curve" of the scheme, Proba-
bility theory gives the analytical expressioin as a function of

ny N and c. This curve, (Figure 9) does not depend but on the three
quoted parameters, which univocally defini. the sampling scheme,
Therefore, it is equivalent to know the sampline ,lan or the QCC
of this later, because the curve describes graphically the statig
tical properties ot the sampling plan. If interpreted in freguen=—
cy terms it gives, for every vventual quality of the lots, the
mean value for tne proportion of tt lots of this gquality, that
in the "lony run" will be acecepted (ordinate nN in the curve) or
rejected (complement Mm' of the ordinate),

Comparison of their operating characteristic curves,
affords judgement of the respective merits of the sampling plans
and thelr cfficiencies to oe compared too. A sheme is the more
satisfactory the better it affords discrimination of the gouod
from the bad guality lots, that is to say: that it leads to accep
tance of a greater proportion of lots subjected to cantrol, fur
which the faulty fraction is small, and tu a smaller proportion
of lots for which tnis fraction is important, that is to say, it
will be the more saticfactory when the ordinate 1 -, of any
point A of abgissa Pgs Close to zero, be near te unity and when
the ordinate of a point B of abcissa Phy close to unity, be
closer to z.ro.

The tirst condition is mainly interesting to the "pro-
ducer". X, the complement of 1 — O+ 18 the probability of a lot
whose faulty fraction is Pa beinu rejected, that is to say a good
quality lot, It measures theref.ure the producer's risk at the g
quality level; thc second conditions is of interest the consumer;

o the probavility of accepting a lot whose fraction is Py, that
is to say, bvad quality, measures the consumer's risk at the Pp
quality level,

If it were possible to divide the lots into "good"
and "bad", depending on whe'“her the faulty fraction be below or
above a clearly defined lim.t, the ideal operating characteristic
curve would be as iliustrateu in Fig. 10, for which all quod lots
are accepted and the bad rejected, One such scheme is not stricly
accomplishable, altiough it is possible to get an approximation. In
practice, pasuing from "goud" to'"bad" lots does nnt correspond to
a gilven and well determined value of the faulty fraction, but there
is a transition coveriny a zone of "indifferent" qualities. The a
and b linits can from reasonable criterions, be ascribed to such
a zone Dy observing that the o risk, correspondiny to b quality is
the maximum rick of accepting a lot whose quality is worse than
that of b (i.e., fgr which the faulty fraction is greater than b)
and that the X5 risk, corresponding to a quality is the maximum
risk of refusing a lot whose quality is better than a. (i.e., of
a smaller faulty fract.on). If limits 2 and b are jefined, these
risk deserve being called "producer's risk" and "consumer's risk"
respectively corresponding to the scheme.

The (, and values represent the nigher and lower
limits, guaranteed b e adopted scheme, of the re jection risks
of a satisfactory quality and of acceptance of a faulty quality,

oo/



on both parties.

Onca a sampling plan has been esdopted, these riske
can be found through direct calculation or by simple reading
on the opercting characteristic curve, its knowledge cannot
replace that of the curve (since it 1s equivalent to knowledqe
of only two points A and B on the curve), but it gives informag
tion on the a priori ensured yuarantees for the acceptance of
the scheme. Lunverseley, if for two g and D qualitics the maxi
mum values Oy andgﬂgo are established peforehand  on the opg
rating characteristic curve should Fulfill the condition of
passing on the two given points A and d. These conditions are
not sufficient to determine this curve which 1is dependent on
three parameters N,n and ce and, therefore, they do not, by them—
selves, define the sampling scheme. There are, in effect, 1nfi-
nite operating characteristic cuilves passing on two yiven points
and, therefore, infinite sampling plans securing for the produ-
cer and consumer the above guarantees.

To define, without misunderstanding, a sampling plan,
such a plan must fullfill a third condition, which can aruoitra-
rily be chosen, whuwieby thi curve c.rrisponding to trhe plan,

fullfilling that condition is selected from amony the family of
curves passing on A and B.

The acceptance sampling plans can be desciibed, there-
fore, by the three quantities given above, i.e., N,n and c. Thus
one such plan could be the followings N = 50, n = 9 and ¢ = U,
This means: fFrom a lot of 50 individuals, pick up 5 of them at
random; if the sample has more than zero defects, reject the lot;
if not, accept it,

figures 11 and 12 show different sampling plans. In 1n
dustrial practice it 1s customary to specify the sample at a gi-
ven percentage of the whole lot, that 1is to say, 16, 3%, %, etc.
This specification 1s generally based on the wrong idea that the
protection from the sampling plans 1s constant when the relation=-
ahip sample size/sample lot is constarit. Uy comparison of Figure
11 to figure 12, we can realise the advantages of using a cons-
tant value for n over that of a proportional valuc,

Average outgoling quality curve

When a sufficiently hich a number of lots with the same
faulty fraction 1is subjected to cuntrol, the mean value iU of the
faulty fractions which characterise sach of these lots after the
control respectively .s evgquivalent to P.p; or alternatively, the
value of the faully fraction of the whole bulk obtained by grou-
ping these lots 1nto P.p.

in the curve of XU as a function of p, an eventual value
p of the guality of a lot subjected to control, corresponds to
the mean value of the quality that should be expected for this lot
after control.

This curve which binds the mean corrected quality is
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8,5

referred to as "average outgoing guality curve" concerning the
plan (A.0.G.CL. curve). The maximum of this curve . (figq. 13)

is referred a< the "averaye outqoiny quality l;mitﬁ A.0.4.L.) .
If a set of lots of the - gue gquality is subjected to coritrol,
this point wiil D i higher Limit for the faulty meun fraction
Charactei 1210 e set made of these lots after control, whate-
VEr thear commun anat.al oualaty. The Jimat for the averayge out-
YOINg goas ity as, there ore, the wolot v an tuality to whicn the
corre ting .nspuction can leao as a furct ion of the sanpling plan
adopted, wiatever tne eventsai guality of the lots subjected to
control,

The P. acceplance provability will be:

Y
p

One of tne corditions that can be set on a sampling plan
is trhat of impos.n., an anticlipated value to this limit, so as to
98t @ ay 'rom Lo sk ol acceptance of too bad qualities.

Quality curve for the controlled lots

when consomer's and prodacer's risk are sot bafuruhand,
Which most Lo relatid tu ga plan, 't 1s only required that the
fulvs i U e Latter fFulf il Cceitaln conditlons for a right jud-

gemunt, leu o in . either © 9 acceotance or rejection of a lot. The
refure, a sat sfactory, .4 - only sought.,

U Vhie Lol ete Lansequences ut Lt cunditions imnaosed
upen the Op.rati L cheracter setic curve Ca not Fully o an o) ge

ted but frum t e somwn! unen Lhe effective quality af the piLogue=-
tion under ¢ trui is known., [hos uualit,, C(an ve appreciated from
the "procecire o rve™ G Luiur o f.otvt vution of lots produced
8CCuraing to thei: taulty frac:i .. When this curve is known, Pro
bability treory af urds finging the "outgoing quality curve" of
the cuntrollea lote (U.G.0.) of which the max imum 1is the "mean
outguinyg guality evel® (Fig. 14). If the control is not a correg
ting cne, nassing from one to anotner cturve involves the operat ing
characteristic curve of the plan; if g correcting inspection is
being carried out, the so called "efficiency matrix" is involved,
or relation .nip between bLin Quality of 8 lot befare and after con
trol,

if the <ize of consumer's lots is different to that of
the cuontrolled lots, either through subdivision or grouping, pro
bability theo:y permits constructing the distribution curve of
the former as a function of their faulty fraction or "consumer's
qQuality curve", If the size of these lots is a very large multi-
ple of the louus under control, .ts faulty fraction varies little
and it is very cloo: to the mean value of the faulty fraction of
the controlled lots. In order to simplify, it is generally accep
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ted that the control lots should be utilised by the consumer as
they are. A knowledge of this curve affords, especially, to cal
culate the fraction of the production received, whose guality
falls below some preset standard value. Also, anony otrer con-
ditions tu be set for determining a sampling plan, is tnat in
the deliveries of lots whuse faulty fraction is above a toleran
ce lim.t 1, the mean propurtiun be at mo:st, equal to a presct -
value; tnis latter measures the maximum risk known tu the consy
mer for using lots whoswe quality is below 1 (a posteriori risk
of the cunsumer).

In a similar manner, in the case of a non correcting
contro!, the pruducer can demand that, at moot, only a given frac
tion of his production of which the quality 1s above a given le-
vel, should be rejected.

Single sampling, double, moltiple and sequential sampling.

ginule sample: dy means of tunis type of sampling, a de
cision 1s made on either to accept or reject each lot subjected
to cantrol ufter one single sample has been examined.

Double sample: A secund extre sample 1s taken to better
define the quality of a lot, mainly when the lot subjected to
control is of a medium quality. If more than tuo samples are used,
we are in the face of multiple sampling (see schemes 15 and 16).

Sequential: In this type of sampling, Lhe items to be
examined, are not simultaneovusly taken intou samples of a given
size, but by successive random election of separte units or by
groups of size n, sampling being interrupted when the collected
informatior affords establishing a significance judgement on ths
quality of the examined lot. nultiple sampling 1s but a particu-
lar case of seguential sampling.

The sequential plan can be set on a chart as a palir of
parallel lines (Fi ure 17). 1t is limited by the acceptance line
-h, + m8 and rejection line hy + ms. The velues hq and hy are cal
culated from the conditions of the plan., In the graph, we have
three zones, viz., acceptance, tejection and indifferent. The me
chanism is simple. Items are continually taken in so far as the
nunber of defects falls within the so called indifferent zone.

‘When, on taking a new item, the acceptance line i surpassed, the

lot is accepted (case 4 in the Fiyure). whan on the contrary, on
taking a new item the rejection limit a surpassed, the whole lot
is rejected (case A Figure 17). 1t may happen that we should move
within the indifferent zons without being able either to accept
or reject the lot. In that event, there are special techniques to
trunk the test when it is convenient to do so.
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8.7

Factor

cated above,

Below are indicated t!'e advantages and inconv
of the sampling methods.

Double
ggmple

single
sample

Projection against
rejection of good
lots and acceptan-
ce of bad lots Practically the c=ame
Mean number of ins
pected items per
lot The best Medium
Variability 1in the
number of items 1ins
pected from one to
another lot None Some
Sampling cost when
samples can be taken
as needed The most expensive Medium
Estimation of the
mean quality of
the inspection lot The most accurate Medium
Sampling cost when
samples are taken
all at the same time The cheapest The most exp
Training of inspec-

tors to use the plan The easiest Medium
Psychological:

Give the imspection lot
more than one chance The

worst Medium

campling tables: to facilitate application of the samp
there are special tables Dy different aut
dely used being the U.S. Military Standards, covering
sequential sampling. Also, the tubles of Dodge and Rom
double sampling and Columbia University, is which cove
single, double and multiple.

An example of application of a multiple olan
ty control is given in Appendix VI,
is explained.

enience of each

Multiple
sgmg e

The least

Some

The least expensii

The least accurat

ensive Medi.m

The most difficul
The beast

ling methods indi-
hors, the most wi-
single, doble and
ig for single and
r all three types:

in textile quali
wshere the mechanism of these plans




APPENDIX 1

Practical application of the anglysis of varignce through the

rang .

Example of how the total variance can be split into its
components "betwezen" and "yithin", in the control of count varia-
bility in a department of spinning frames.

Table 1 shows the method of calculating the variance
within the machine and Table 2 shows houw to find the total varian
ce. The working parameters are the mean range W, the PMR and the
coefficient of variation.

To find the CV between machines, the total CV 1s substrac
ted the "within®™ CV, and taking into account tnat tne coefficients
of variation must always be squared for sum or substraction, Thus,

ve ;’

Total CV = 5,4%
Cy Within w 4,02
8
Therefores
CV between = \/ 5,62 - 0,022 = 3,60%
1t




TABLE 1

Calculation of variation within

Data Junc 1 Jotal ~ Mean  Range
frame NoO. 43 217 5 16
55,5 51,8 56,- 52,-
50,2 54,2 57,1 56,1
54,8 50,1 55,2 54,1
52,1 54,1 _51,1 _53,-
Total 212,6 210,22 219,4 215,2 857,4
Mean 53,2 52,6 54,9 53,8 53,6
Range 5,3 ¢\ 6,0 4,1
June 2
frame No. 8 39 7 12
50,3 59,9 55,5 58,8
58,8 58,2 50,2 56,1
54 ,~- 56,3 51,6 59,2
53,8 57,~ 54,7 57,1
Total 216,9 231,4 212,- 231,2 891,5
MNean 54,2 57,9 53,- 57,8 55,7
Range 8,5 3,6 5,5 3,1
Juns 3
frame No. 21 29 41 32
50,4 59,4 58,8 58,6
52,1 56,3 57,3 59,2
51,6 56,1 56,8 55,7
53,5 58,1 55,9 57,1
Total 207,6 225,9 226,8 230,6 890,9
Mean 51,9 56,5 56,7 57,7 55,1
Rangs 3,1 2,1 4,9 3,5
Grand Total 2639,8
Granag mean 59,- 54,2
— 54,2 4,5 x 100 2639,8
= = . -~ 8
R ” 4,5; PMR = - = 8,2; x=. ’ =55; CV= __:3 ,4’0%
12 x 4 2059




TABLE 11

Calculation of overall variation

Oata June 1 Qverall range
Frame No. 43 21 $ 16
55'5 51.8 56.- 52.—' ‘.z
50,2 54,2 57,1 56,1 6,9
54,8 50, 1 55,2 54,1 5,1
Total 212,6 210,2 219,4 215,2
Mean 53,2 52,6 54,9 53,8
Range 5,3 4,1 6,~ 4,1
June 2
Frame No. 8 39 1 12
50,3 59,9 55,5 58,8 9,6
58,8 58,2 50,2 56,1 8,6
54." 56.3 51.6 59.2 7.‘
83,8 57,~ 54,7 57,1 3,3
Total 216,9 231,4 212 4= 231,12
Mean 54,2 57,9 53,~ 57,8
Range 8,5 3,6 5,3 3,
June 3
Frame No, 21 29 41 32
50,4 55,4 58,8 58,6 8,4
52,1 56,3 57,3 59,2 7,1
51,6 56,1 56,8 55,7 5,2
53,9 58,1 53,9 57,1 4,6
Total 207,6 225,9 226,8 230,6
Mean 51,9 56,5 56,7 57,7
Range 3. 2,7 4,9 3,5
Total 73,6
Average overall range 6,1
6,1 x 100 1,1
PMR = = 11,1 ; CV see— = 5,4 %

55 2.059
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APPENDIX 11

Practicel rules for fainding Cuntrol chart limits

We shall now study the practical manner of finding copn
trol limits for uifferent cases 1n lndustry.

To samplify, warnicg liwits will not be considered, sin
ce they are not a.ways uscid. The following will be studieds

1. Control of wvariables. To ve auplied to procescing control.

2. Controc' o! tow faulty fraction and defects. For product clag
sificat.on 1nto vifferent qualities ano to guality levels,
ang uther aspocts wiach shall later he shown,

3. Contrul ot defects, To be applied to fabric defects, in ad-

gdition tu others,

Control of variables

The followiny case: should be taken into accounts
(a) Control of small samples (size n<10)
(b) Lontrul of medium sampivs (size 11<«n <£.325)
(c) Contros of large sanples (size n>25)
In any of the above cases 1t may happen that there is
of there 1. st a yiven specification, whether for the mean or

the variability,

In (a) the mean and the range are used, the mean and
standard dvviation for the otrers.

Ine  eneral method 1o as follows:
(a) Choose ti variaule to be controlled
(b) Choose the sample size., Let 1t be p

(c) Make a previous analysis of some 25 to 30 samples, of which
the results will be plotted on the mean and range, or stan
dard deviation, gvaending on sample size n graphs. To plot
the points on the mean contrul chart the mean of each sam=
ple of size n will ve found., These will be plotted on the
chart. Plot for evach sanple of size p the selected parame
ter on the vartiabllity chart. -
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(d) Calculate the mean for the whole 25 or 30 samples. Also,
calculate either the mean range or standard dueviation de
pending on sample size, -

(e) rind the control limits by means of the formulas in Table
1, according to the concrete case we may be dealing with,
The cunstants in Table 1 are dependent on sample size and
they are also tabulated later (Table ?2).

(f) Draw the central, upper and lower control lines on the mean
and variability charts.

(g) Take action to get process uncer control.

(h) 1In future, take corrective action when the control chart
suggests to do su, as the different sampies are being ana-
lyzed, and do not change anything when tne graph does not
shou the existence of any wrong,

(i) Periodically, calculate the mean and the range (or, alterna
tively, the standard deviation for large samples) and alter
limits accordingly., A minimum of from 20 to 30 values is
necessary,

fwo things may happen on initial testing and first dra-
wing of limits.

1. All points representative of the samples fall within the control
limits.

2. Some points fall outside limits.

I1n the second case, the facts originating points out
of control should be analyzed in connection with the sampling me
thod.,.

When there is a technical explanation for such anomaly,
the points should not be taken into account in the calculation of
limite if the source of trouble can be eliminated and ify it is
sure that future processing will not change after correction,

it may also happen that the initial analysis qgives a
deviation of the mean from the desired quality (control at a wrong
level) or that the variability be excessive. In such events co-
rrective action should be taken, su that p,7cessing will be con-
sidered unuer control when a number of from )5 to 30 succesive
sample results fall within limits.

When in the periodic revision some points happen to fall
outside limits, they will not be taken into account in the calcu-
lation of new limits (when circunstances command to do so) if the
re are known technical causes accounting for such points.
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TABLE 1

Measure |Size of |Specifi Chart for the means Chart for scatter
Gf sub- catiaon — -
scatter|group Control limits Control limits
Central| Upper Lower Centraly Upper Lower
line i ine
with P X+ AN x-(3Nn)| ¢ |[(1+3/V2n)6 (1—3/6;)¢
>25
5t an- bt - —-]= ] - -
without x x+(3/V;)s x—(3/V;)J L] (1+3/V§;)s (1=3/V2n)
dard de )
viation with X |xeAs |x-A6 |Co6 B0 8,0
11 a 25
without X X+ R8s |x-Rs |C's B', S B'y 8
vith X |x+ A0 Ix = A6 |dr6 0,6 [ 0,0
Range £10 ..4}..- —
without XX e AR [X- AR | R D4R 4R

When the sample size is not constant, the control limits
will vary depending on size, the same formulas applying for calcu-
lation,.

Action will be taken according to whether the values of
the mean and variability are specified or not beforehand.

Example

A spinning frame is producing a nominal 40s count.

The

data from 30 days on the basis of a daily tast, are summarised in
Table 3. (for the sake of simplicity, only data of the first two

= 4 bobbins

days and the last day are shown),., Sample size n
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TABLE 11

Group Factors for the Factors for the R (range) chart Factors for the 8 chart

size X _chart (standard deviation,
2 2,121 1,880 1,128 0,000 3,686 0,000 3,267 0,798 (,000 2,29t
3 1,732 1,023 1,693 0,000 4,358 0,000 2,575 0,886 0,000 2,111
4 1,500 0,729 2,059 0,000 4,698 0,000 2,282 0,921 0,000 1,942
5 1,342 0,577 2,326 0,000 4,918 0,000 2,115 0,940 0,000 1,bH¢
— b 1,225 0,483 2,534 0,000 5,078 0,000 2,004 0,951 0,085 1,817
7 1,134 0,419 2,704 0,205 5,203 0,076 1,924 0,960 0,198 1,702
)6 8 1,061 0,373 2,847 0,387 5,307 0,136 1,864 0,965 0,215 1,715
9 1,000 0,337 2,970 0,546 5,394 0,184 1,816 0,969 0,262 1,670
__ 10 0,949 0,308 3,078 0,687 5,469 0,223 1,777 0,973 0,302 1,bbd
SN 0,905 0,976 0,336 1,61t
5| 12 0,866 0,977 0,36? 1,?59
: 13 0,832 0,980 0,392 1,568
S 4 0,802 0,981 0,414 1,548
R u.1775 0,982 0,434 1,530
‘16 0,750 0,984 0,454 1,514
Y 0,728 0,984 0,469 1,499
18 0,707 0,986 0,486 1,486
19 0,688 0,986 0,500 1,472
20 0,671 0,987 0,513 1,461
21 0,655 0,988 0,525 1,451
22 0,640 0,988 0,536 1,440
23 0,626 0,989 0,546 1,432
124 0,612 0,989 0,596 1,422
|25 0,600 0,990 0,566 1,414
— 3 3 3
;25 — 1 - —2— 1,
5 TABLE III
8
Bobbins Days
1 2 3 * [ ] * 30
1 39,85 41,46 40,50 38,93
2 40,49 39,41 39,82 40,50
3 319,41 40,32 41,10 40,62
4 40,05 40,53 38,55 39,17
Means. ... 39,95 40,43 39,99 39,80
Ranges....... 1,08 2,05 3,55 1,69
oo/




In practice four bobbins will be taken for each test
and a 100m skein will be reeled from each. These will be weighed
on a quadrant balance. Readings to nearest 0,1 to 0,25 counts
are suficient in routines cantrol.

Calculations are as follows:
Grard mean:

39,95 & 40,43 + 39,99 + .... ¢ 39,80

xu
1]

= 40,64
30
Mean range:
- 1,0802'054- 3,55‘.’ o0 'i“,ﬁg
R = = 2,01
30
P.MaR,s
2,01 x 100
PR = = 4,92
40,64

The count deviation from the nominal count is, in our example:

100 ( 40,64 - 40 )

- = 1,6 %
40

The coefficient of variation can be found from the PMR:

(PMR) 4,92
Ve ———— = —— = 2,44
ds 2.059

The control limits are found in the following ways
for the mean:
Control limits:
x + Ry R Xz specified mean count

Warning limits:

!./




For the ranget
Upper control limits
D4 R
The values of the constants A , d7 sand 04 will be
found in Table 11 far n = 4,

Therefore: control limitss

40 + 0,73 R = 40 &+ 0,73 x 2,01 = 40 &+ 1,47
Uarning limits:
2R 2 x 2,01
40 = = 40 4 0,98

T d,\n 2,06 V&

Upper range limits:

D4R = 2,28 x 2,01 = 4,58

These are the limits to be drawn on the mean and ran
ge charts,

The mean range and the PMR are two random variables
fluctuating with time. The statistical significance whether of
two mean ranges or two PHiR's corresponding to two running pe-
riods of a machins can be found,

In the former the parameter fg is used:

,~

R4 2
| (d'2)1
[ Ry 2

(d'2)2

\

Where Ry and Ry are the mean ranges corresponding to
the two periods and d', the coefficient from Duncan's table. F
can be tested by means Snedecor-f isher F Tables for the degrees
of freedom given by Ouncan, which are dependent on sample size
and t?e number of qroups Kk of n individuals (generally from 20
ta 30).
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fFor the more usual sizes and the sost common number of
roups in epinning quality cuntrol. Durcan' Tlaoles give the fo-
lowing valuest

n =4 i ) i 7
No. of Groups (k) def. d'z d.: d'z d.f dr s
15 41 2,07 51 2,34 14 2,11
20 5% 2,07 73 2,33 106

25 68 2,07 - — —

To test the =ignificance of the P.h.R., loc¢ author has
established the significance limits for the 10 %, % and 15, pro-
bability levels calrulated tor k = 25 groups of n = 4 individuals.
The values are shown 1in Taole 3

TAdLr I11

Significance levels

Paflo R —10% 5% S . T
4 3,8 - 4,7 3,3 - 4,9 3,0 - 5,2

5 4,2 - 5,9 4,1 - 6,1 3,7 = 6,7

6 5,1 = 7,1 4,9 - 7,3 4,5 - 8,0

7 5,9 - 8,3 5,7 - 8,6 5,2 - 9,4

8 6,8 - 9,5 6,5 -~ 9,8 £,0 -10,8

9 7’7 -10’7 7’4 -11’0 6,7 _12'0
10 8,5 -11,8 8,2 -12,2 7,4 -13,5
1 9,3 -13,0 9,0 -13,5 8,2 -14,8
12 10,1 -14,2 9,8 ~14,7 9,0 -16,1
It is advisable to interpret de results in the follao-

wing wayt

(a) The PMR falls within the 10% limits: the difference is non-
significant

(b) The PMR falls in the 5% to 10% belts the difference is slightly
significant.

(c) The PMR lies in the 5% to 1% belts: the difference is signi-
ficant,.

(d) The PMR falls
significant.

wtside the 1% limitst the difference is highly
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2, Lontrol of attributes

This covers the control of the faulty fraction, number
of faulty ones (total and per unit). Poisson's and binomial dis=-
tributions are used here,

2.1 Faulty fraction (proportion of)

The scheme is as folliowss

(a) Draw a list of possible defects.

(b) Group defects into categories (larcar, smaller, etc.)

(c) Decide upon wheter all sorts of defects should be controlled
by means of a single chart, or different charts should be
used.,

(d) Choose sample sizs.

(e) Record data and plot them on the control chart for the faulty
fraction. 25 to 30 lots will be taken in the initial calcula-
tion.

(f) Calculate P (mean faulty fraction) through the formulas

gm sum of faulty individuals

P =
$n t . tal sum of individuals
(g) Calculation of control limits:

Upper control limit:

-,5+3\ P (1-p)

T

Lower control limit:

K is the arithmetic mean of the 25 to 30 considered lots. for
p<L0,10 the above formula can re simplified tos

P

Al

P+3

(h) Draw the contral and upper and lower control lines,
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2.2

2.3

(1) Again calculate limits for points close to control line:

(n being in this instance, the size of the sample which is being
analyzed) to see whether the points fall within or outside control
limits,

(j) Take action to get process under control.

(k) Periodically check upon the measn and control limits and take
action if necessary. fFirst checking should be done on toe 25
to 30 lots following achievemant of correct control to see
whether the P value can be considered as normal.

As in the control of variables, out of control points
in the initial stage, of which the causes is known and can be
avoided, will r.ut be taken into account for calculatior of
limits,

Faulty (number)

The procedure is the same up to calculation of limits,
which will be done in the following way:

Im Sum of faulty individual in the sample

P =

in Total sum of individual in the samples

Control limits:

nB+3\nb(1-7).

The lower limit will be zero if the formula gives a ne
gative vglue, If P « 0,10, then:

np + 3{—35

the next steps being the same as before,

Number of defects

The steps are as follows:

(a) Decide what a defect is.

(b) Decide what a sample is.

(c% Record data and plot points (first stage).

(d) Calculate the central line and the control limits:
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Yc sum of defect of n samples

ol
[1]
]

n Number n of samples

Limitse:

E+3JE

Using zero as a limit, if the formula gives a negative
value. From here onuards the method is the same as before. If the
control is for number of defects per unit,

zu total number of defects
u = =
n Total number of tested individuals
Limitzs
o
u i 3 ——y
n

If in these cases there is a given specification:

Faulty fraction:

p' (1 - p')
p' £ 3 ; p' = specified value
n

Number of faulty ones:

f
p'n + 3 \ np* (1-p') ; p' = specified value

Number of defectss

c' +3 V c' c!' = specified value

Defects per unit:

q u’
u'+3f— u' = gpecified value

n

The rest of the mechanism is the same as for control
of variables.




APPENDIX III

Calculation of limits in the simplified Control charts
Let:

= median,

median of medians,

o > >C

= median of ranges,

X1 + Xn
M = mid-range = e |
2
bvd . .
M = median of miu-ranges.
M = mid point of mid ranges.

-t
(a) Where median X and range are used.
Control limits for the nedian:

< -~
X + A4R
Control limits for the range:

6

ol of
ol =¢

5

(b) Where the mid-ranye M and the range are used.
Control limit for the mid range:

m+Aaﬁ;E+A5R
The same formulas as before are used for the range.

These modalities for control are well applied when the
sample size is not greater than 15 and in Table 1 the coefficients
Rgr As, D, and Dg are given for sample sizes smaller than 10. In
the parameter of location charts, the median of the medians and
the centre point of the mid range respectively are used as centre
lines. The latter parameter is more efficient than the median for
n <6 and less for n>»6.
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TABLE 1

Ag As
2,224 2,121
1,137 1,806
0,828 1,637
0,679 1,532
0,590 1,458
0,530 1,402
0,486 1,358
0,453 1,322
0,427 1,293

43 -

0 3,865
g 2,745
0 2,315
g 2,119
0 2,055
0,078 1,967
0,139 1,901
0,187 1,850
0,227 1,809

d",

0,954
1,588
1,978
2,251
2,472
2,645
2,79
2,916
3,024




APPENDIX 1V

Calculagtion of Cumulative gum Charts

it

averagye run lengths for the O and/g producer and
censumer 11sks

Lp and LR

1"

my and mp process mean for acceptable and re jectable qualities
h = ordinat: at the origin for the uppe: limit line

n = sample size

The tourdamestal formulas ared
1 1
L = =— and Ly = eee———
x RT3
gl
h = a
n (MR - ITIA)

The following Ovalues are recommended
Control o. action limit: o, - 0,001

Warning limit: X, - g,010

and /5 = U,b o7 /@ = 0,667 (which corresponds to averagye tun
! lengths of 2 and 3 ruspectively). Then,
the a coef!icients for action and war-
ning area:

Cocfficient a

s ‘r 4 %
0,50 2 6,215 3,912
0,667 3 5,808 3,506

1f only a small number of values is considered for risks

™ and /Q (for instance: o= 0,001 and /2= 0,50 and 0,667) the
sample size will be given by the formulas:

oo/



[4), 0,50 c 1
ns= 5,52
mg - my
2
B. 0,667 n= 3,33 g
) mR - .A

Example

In a process where 30s counts are b.ing spun, with
¢ =0,6 , it is desired to establish a cumulative sum control charts
in order to realize, whether an average from a second sample,
gives a modificazion of one rount (29 or 31).

For J - 0,> , the sample size is:
0,6 )
Calculation aof limits: n= 5,52 )
Action: 1
0,62
hj = 6,215 = 1,119
2 x 1
warnings
0,62
hg = 3,912 = 0,704
2 x 1
At thc beginning of control, if the mean of the first
sample (or first samples) falls betwseen mp + MR
Mg = , 1.2.,
2
30 + 25 30 + 31
= 29,5 and - 30,5 (reference values) nc action
2 2

will be taren and the values will be plotted on the cenitral axis

of theé chart. +hen there is a mean value falling out vither of

the action or warning intervals, the nearrst reference value is
substracted (29,5 or 30,5) and the result is piotted, on the chart,
account being taken of its sign. The means of the next samples are
algebraically summed to the preceding ones after substracting the
sane reference value,




APPENDIX V

Trend Charts
{as Control of machines

Assume (Fig. 1) a four delivery drawframe in cotlon
spinniny, where it is desired to control sliver hank, The da-
ta from a weck's work is collected on a control card, which ip
cludes the neceo ary blocks for data from each day to be recor
ded.

Gr the basis of the specified sean (2490 in our case),
the gifferent class intervals, are recorded on the upper part
(in thousandths of a count). The interval 1s 0,002 counts (or
2 thoucandths), which 1s dependent or can be related to quadrant
palance readings. Cuntrol is carried out by weighing 1,5 m to
10 m len.ths ot sliver from all the four duliveries of the dra-
winy frame. Let we ascome there are tour dailly cocstrols.

The results from tov second control will be recorded
in a difiroret colour or in a conventional sign (in our example
the cipher troum the delivery will be encloced in a square block

a).

Th: delivery number will be recoided in the square €O
rresponding to the test value. In this way, it will be possible
to detect pu.siblie wring treads or anomalies in the machine de=-
liveries. Thus, tor instarce, on honday of April 4, the first
test fro. dclivery 3 t.as produced, a nurmal value, whereas the

second val.. hoo moved the opposite way and guite far from the
mean. A third test, nha. veen carried out (represented by cyphers
in a circile ) and a. can ve seen, again delivery 3 was far

from them me 3B an: not on the same side as in the oruvious test,
An insufficent pivnsure was found on the correspording delivery
after maciiine checein., which caused it to be out of control. Af-
ter correction, everyttiany went on normally, on the following
days.

AL th. end o!f the weer, -.e 16% rule is applivd to find
the standard deviation.

In cur example, L7 ousurvations x 16% = 8 values from
@ach of the tails of the dictrivution. The standard deviation is
294 - 290

= 2 and the meu.an, which 1n this instance is an esti-

2
mate of the mean) is 292 ( i.e. 0,292 nhank). The coefficient of
2 x 100
variation = G,7%
292

1t is convenient to Find the value of the median daily
in order to know the general trend of the machine and to be able

4



(b)

to correct for it if necessary. Control limits are calculated
at the end of the week; these are marked on the sheet corres-
ponding to next week. In our example 340 = 3 x 7 = 6, i.e., 6
units on ecach side of the mean (286-298), These limits corres
pond to :ndividual deliveries.

for the duily means, 0 will be divideo by Un-1, but
n varies from 8 to 12, su that in the turmer case_22 = 0,75
and in the latter 2 / Yy 11 = 0,6. In practice.

292 + 3 x 0,75 294,25 and 289,75

H

292 + 3 x 0,6 = 293,80 and 290,40

i.e., 294 and 290, (it is a coincidence that these values be
the same which limit @ in the distribution of the means).

It should ue observed in thls example, fat the con-
trol limits tuve been set from the actual and ¢t from the
nominal mean of thu process. In this way the stouviiity of proce
ssing is secured althougn it 1s slightly oul of center.

when all the deliveries can be analyzed, the advan=-
tage of this system 1: obvious, since it 1s easy to see, [rom
the values rccorded for each machine, the pos:civle anomalies
and to correct them. With a classical control chart the failu-
re of delivery 3 on April 4 would not so easily e ijetected,
If not corrected it would have been aoin or, oriyinating dis-
turbances which perhaps mi.bt have seen sioxn on the long run
at the cost of fal imy out ranuye ang, poscibly afles sume use=
lesspinion chiange narmful to prucess stability.

Control of pruprities cr parameter

In admission and productior cuntrol, this method can
be used as a substitutie for classical Shewhart's control charts.
Fig. 2 shows an example of control of a 30s yarn strength for
onc week at the rate of 25 dally tests. In this instance, the
value from each test ar arked by a cross in the olucks of the
card., A 9g class interval tas chosen,

The final calculations are the samc whict: have been
given for processing control,

On the wholwo, we have 150 tests, of which the 16 per
cent is 24. we shall, therefore, take 24 points tiom cach side
and the interval 270-235% = 3% will shou the 2 ¢ value. The apprg
ximate mean will be 235 + 17,5 = 252,5 u and the coefficient of

17,5 x 100
variation = 0,%%.
252,72

This type of graph has, therefore, many applications
as a substitute of Shcuwhart’'s,

../




APPENDIX VI

Exgmple of application of a NMultiple Plan in Tex«tile Contrgl

Quality Control of defec-.s of oobbins

Tivis cortrul is to be appllud to oobbins in order
to find tne pruporticr and tie sort of defects that quite of
ten shou up.

The asufect. are clavsified 1ntoc two groupst
Major defects:

Slack Lobbin because of an inadequate traveller (at
the ring spinning f1ame)

Larue Dackwards ooobin,
Jad becobin at stort, too low.
Poorly firiched wobnin, Luo high.

Minor defects:

Star wheel too far ahcad, lving poorly shaped bobbins (whole
doff).

Sackwards vobbin.

Bobbin with a poot utart, elther too high or too low, on the
whole doff.

These defects should be added to those inhercnt to
some processes nu' lnoluded 1o tie gbove clas:ification.

Sampling plan sny implemertation ot cuentrol

A seguential multiple sampling planm has veen adopted,
where an accepted guulity level of 5 per cent has been set for
the larger defects and of 10 per cent for tne smaller defects.

The sampling plan concurny one duff and it 15 shown
on the left top side of the card. It works in the foliowing way:

A first sample of 40 bobbins 1is taken at random and
bobbins are examlned one by one, the defects being recorded under
"maior dufects" and ' minor defects”,

(a) Major dcfects

If in thu whole 40 bebbins there is none to be faulty
or only one¢, the doff will be accepted as good (column A = ac-
ceptance, for larger). If on the contrary, the number of faulty
bobbins is greater tan 6 (inclusive) the dnff will be conside-
red as faulty (column 2 = rejection f r larqger,. If the number
of faulty bobbins is between 1 and 6, a second sample of 10 mo-
re bobbins will be taken, and on ithe whole sample 40 + 10 = 50,

.o/




it will be noted whether there are less than two or more than
six faulty bobbins, to acceptor reject to doff. If the number
of faulty bobbins is from 2 to 6, a third sample will be taken
and so on, up to a fifth sample if necessary, this last being
the decisive one.

(b) Minor defects

The procedure is the same to that for larger defects,
but with the acceptance and rejection figures shown on the right
of the sampling plan,

To count and classify the faulty samples the columns
in the lower part of the card will be used. In the example given
here, it turns out that of the 40 bobbins taken out of the first
sample, (i) there is one slack bobbin, (1i) one large backwards
and (i1i) a pvorly finished ont (too high): all said, thrce bob-
bins with larye defects, The table in the sampling plan shows us
that a second sample must be taken, where only a large backward
bobbin has turned up,., On the whole, there are 4 faulty bobbins
out of 50, A third sample must be taken, which has not given any
faulty bobbins, but it is still necessary to take 10 bobbins mo-
re. Since there are no faulty bobbins in this fourth sample, it
will fall into the acceptance number for larger defects. As Lo
the "smaller defects", in the four samples the following in suc-
cession have turned up: 2, 1, 1, 1. The total of five smaller de
fects falls by far in the acceptance number corresponding to the
fourth sample for defects of this sort.

Sometimes, the whole doff larger defects (all bobbins
are slack) or smaller (star wheel to far forward, bobbins with
a poor start or finish because of bad adjustment of the lift at
the beginning, or too highly finished). In that eve.* a cross will
marked (x) in the corresponding cell and the inspection will be
continued in order to detect other possible deficts, 1t being well

understood that even if on carrying out this count, Lhe above ge
neral defect be overlooked, the t:nal classing will be rejection
even if the other deiects should be smailer than their correspon

ding limiting figure,

When tnere are bobbins with either a poor start or fi-
nish, it should be discriminated uwhere the defect 15 major or
minor . Generally, it will be considered as smaller if it affects
the whole doff and larger if it only affects a few vabbins becau-
se of a bad condition of either spindle or tube.

For slack bobbins it should also be discriminated whe-

ther the defect is a general or 8 particular one, although in
this event, the defect will be considered as major .

Backward bobbins can be classified into major and
minor according to severity of defesct.

Wihe a bobbin has two defects it will be classified fo-
llowing the most important of the two.

o/




DEFECTS IN SPINNING

Faulty bobbins

Sampling plan

1er
2nd
3rd
4th
5th

[s=+ - BN N o 0 0 ) ’:‘D

Slack bobbin

Large backwards 1
Poor start (low)O

Poor finish
(high)

Minor

Sample
No.
40 (40)
10 (50)
10 (60
10 (70
10 (80)

b

Minor

NN S

40

Complementgry datg

Date .

Macnine.

No. .

Batch.

Hreaks:

Saturation .

Star wheel toou far forward
Little backwards
Poor start (low)

Poor finish (high)

Operative. .

2amples Total
ler 2nd 3rd 4th 5th
1 0 0 0 1
1 0 0 2
0 0 0 -
1 0 0 §] 1
1 0 0 4
Samples
1er 2nd 3rd 4th Sth
0 0 0 0 . -
1 1 1 1 5
0 0 0 0 -
0 0 0 0 -
2 1 1 1 5

Qualification .Agceptable .

100 spindle hours.
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Check n1 items

!

I1f the found number of defective itemse

Liss between C4 and c9 $

y

Take Hy supplementary items

Do not reaches 4 Exceeds C9

If the found number of defec—
tive items in n, + N, size
1 2 ¥

Accept the Re ject the
lot lot or carry out
K\\\ 100% inspection

{xceeds c‘2

Do not reaches
C'1

Fig. 15




Check the first sample
of size nyq

; If the quality

l

Lies betwsen L4 and L'1

Exceeds L1 Do not reaches L'1

Take the second sample
of size n

If the qualify

; l 3

txceeds L, Lies between L2 and L'2 Do not reach L'

2

Take the third sample
of size n
If the quality

v b
Exceeds L3

Do not reach L'3

Lles between L3 and L'3

Take the faurth sample
of size Ng

If the average quality
of m samples

v

tExceeds Lm

Accépt the < ,
lot

Do not reach L'm

‘e

Refect the lot
or carry out
100% inspection
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